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## Conférence:

"Modélisations multiéchelles pour la chimie mésoscopique: l'exemple de la chimie séparative" par Jean-François DUFRÊCHE, Professeur à l'Université de Montpellier Laboratoire Modélisation Mésoscopique et Chimie Théorique (LMCT) Institut de Chimie Séparative de Marcoule ICSM
UMR 5257 /CEA / CNRS / Université de Montpellier / ENSCM

# ACADEMIE EUROPEENNE INTERDISCIPLINAIRE DES SCIENCES <br> Fondation de la Maison des Sciences de l’Homme, Paris. 

## Séance du Lundi 4 février 2019/IHP 15h30

La séance est ouverte à 16 h sous la Présidence de Victor MASTRANGELO et en la présence de nos Collègues Gilbert BELAUBRE, Jean BERBINAU, Jean-Louis BOBIN, Gilles COHENTANNOUDJI, Françoise DUTHEIL, Claude ELBAZ, Michel GONDRAN, Irène HERPE-LITWIN, Marie-Françoise PASSINI, Edith PERRIER, Jacques PRINTZ, Jean SCHMETS, Michel SPIRO, Alain STAHL, Jean-Paul TEYSSANDIER, Jean-Pierre TREUIL .

Etaient excusés :François BEGON, Jean-Pierre BESSIS, Bruno BLONDEL, Jean-Louis BOBIN, Michel CABANAC, Alain CARDON, Juan-Carlos CHACHQUES, Eric CHENIN, Alain CORDIER , Daniel COURGEAU, Ernesto DI MAURO, Jean-Felix DURASTANTI, Vincent FLEURY, Robert FRANCK, Jean -Pierre FRANCOISE, Jacques HENRI-ROBERT, Dominique LAMBERT, Pierre MARCHAIS, Claude MAURY, Anastassios METAXAS, Jacques NIO, Pierre PESQUIES, Jean VERDETTI.

Etait présent notre collègue membre correspondant Benoît PRIEUR

## I. Examen des Candidatures des Professeurs Denise et René PUMAIN

Après lecture pour chaque candidat de sa lettre de motivation et de son CV, chacune des candidatures est acceptée à l'unanimité des votants.

## II. Conférence du Pr Rodolphe VUILLEUMIER

## A. Présentation du conférencier par notre Président Victor MASTRANGELO.

Rodolphe Vuilleumier, est professeur de classe exceptionnelle à Sorbonne-Université

1. Expérience professionnelle:

2019- Directeur du laboratoire PASTEUR, unité mixte de recherche CNRS-ENS-SU
2011- Professeur de chimie physique, UPMC puis SU, Paris
2000-11 Chargé de Recherche CNRS, UPMC puis ENS, Paris
2004-05 Séjour invité au département de physique de l'Université de Rome "La Sapienza" (groupe de G. Ciccotti)
1999-00 Séjour post-doctoral dans le groupe du Prof. Michiel Sprik, Univ. of Cambridge, UK

## 2. Formation

2004 HDR en Chimie théorique, UPMC, Paris
1998 Thèse de doctorat en physique des liquides, UPMC, Paris
1996 Agrégation de sciences physique, option physique
1995 DEA de physique théorique, Ecole Normale Supérieure (mention Très Bien)
1992-96 Etudiant à l'Ecole Normale Supérieure, Paris, Département de physique

## 3. Responsabilités collectives

2019- Vice-président du bureau de la sous-division modélisation de la division de chimie physique de la SCF et SFP.
2017 Chairman de la 29ème conférence de l'IUPAP de physique computationnelle (CCP2017, Paris du 9 au 13 juillet 2017), membre associé du comité C20 de IUPAP
2016 Vice-président du Council du CECAM (Centre Européen de Calcul Atomique et Moléculaire) et représentant du CNRS (INC)
2012-2018 Chef d'équipe du pôle de chimie théorique du département de chimie de l'ENS (9 permanents)

## 4. Domaines de recherche

Simulations de dynamique moléculaire, mécanique statistique des liquides, réactivité chimique en phase condensée, transport, spectroscopies

## 5. Bibliographie

122 articles dans des revues à comité de lecture (dont 1 Nature Chemistry, 1 PNAS, 2 JACS,

## B. Conférence

## Résumé de la conférence:

## "Simulations de dynamique moléculaire: un microscope numérique pour sonder la matière à l'échelle atomique.

Dans de nombreux domaines, les simulations numériques ont ouvert une troisième voie entre la méthode théorique et la méthode expérimentale. Ceci est particulièrement le cas dans le domaine de la chimie et de la science des matériaux. Les simulations de dynamique moléculaire ont apporté une vision nouvelle de la structure et de la dynamique à l'échelle atomique de systèmes aussi variés que les liquides, l'eau en particulier, les systèmes biologiques, les matériaux etc., allant parfois jusqu'à revoir la notion d'espèces chimiques. Dans cet exposé, nous commencerons par introduire ce que sont les simulations de dynamique moléculaire puis discuterons quelques unes de leurs applications que nous avons menées avec un accent particulier sur les solutions aqueuses et les systèmes géologiques. Enfin, nous présenterons quelques uns des développements en cours pour dépasser les frontières actuelles.

Un compte-rendu détaillé, voire un enregistrement audio-vidéo agréé par le conférencier, sera prochainement disponible sur le site de l'AEIS http://www.science-inter.com.
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## Documents

- Pour préparer la conférence du Pr Rodolphe DUFRÊCHE , nous vous proposons :
p 06 : un résumé de sa conférence
p 07: un article de Thomas ZEMB, Magali DUVAIL et Jean-François DUFRÊCHE intitulé " Reverse Aggregates as Adaptive Self-Assembled Systems for Selective Liquid-Liquid Cation Extraction" paru dans Israel Journal of Chemistry 53,2013
- Pour compléter la conférence du Pr Rodolphe VUILLEUMIER nous vous proposons:
p. 12 : un article de Arne SCHERRER, Federica AGOSTINI, Daniel SEBASTIANI, E. K. U. GROSS et Rodolphe VUILLEUMIER intitulé "On the Mass of Atoms in Molecules: Beyond the BornOppenheimer Approximation" paru dans PHYSICAL REVIEW X 7, 031035 (2017)


# Résumé de la conférence du Pr Jean-François DUFRÊCHE Modélisations multiéchelles pour la chimie mésoscopique: l'exemple de la chimie séparation 

## Résumé:

La chimie séparative présentée dans cette conférence consiste à séparer les différents éléments chimiques pour obtenir des matériaux purs ou pour le recyclage. Elle met en œuvre des techniques comme l'extraction liquide-liquide ou la flottation qui utilisent des états de la matières complexes (microémulsions, états colloïdaux, mousses). Ceux-ci sont structurés à l'échelle intermédiaire (mésoscopioque) et cette complexité particulière joue un rôle fondamental pour le processus de séparation.

Nous montrerons comment les méthodes modernes de la modélisation peuvent traiter ces systèmes de façon cohérentes, à la fois pour les propriétés d'équilibre mais aussi pour le transport. A partir d'un point de vue moléculaire, par moyenne et approximation successive on peut décrire ces fluides complexes de façon cohérente aux différentes échelles mises en jeu. Le rôle des outils numériques et des principe physiques sera particulièrement souligné. Nous montrerons comment ces nouveaux systèmes révolutionnent les approches macroscopiques thermodynamiques utilisées jusqu'à présent.

# Reverse Aggregates as Adaptive Self-Assembled Systems for Selective Liquid-Liquid Cation Extraction 

Thomas Zemb,*[a] Magali Duvail, ${ }^{[a]}$ and Jean-François Dufrêche ${ }^{[a]}$


#### Abstract

Separation of metals in the cationic form is the basis of hydrometallurgy. Ion-specific separation is achieved via selective transfer between liquid phases that have been emulsified in order to be in "close" contact. We show here how the organization of water-in-oil (w/o) "reverse" aggregates in the solvent phase controls the free energy of transfer of cations in the form of neutral salts between phases. Indeed, all known efficient ion separation mechanisms rely on complex fluids in the Winsor II regime, i.e. when a concentrated mixed salt solution is in equilibrium with a solvent phase containing self-assembled aggregates. Here, we point out that, in the general case of water-poor complex fluids


#### Abstract

containing extractant molecules, long-range interactions linked to w/o interface curvature participate in the selectivity of any multivalent ion extraction process. The free energy related to ion transfer between phases, i.e. the extraction free energy, is different from the complexation free energy. This difference is the key to the selectivity of the separation process. We give here general expressions linking complexation free energy and transfer free energy as derived from known adsorption isotherms, taking into account interfacial curvature, considered as a generalized scalar related to the packing near the interface.


Keywords: aggregation • ydrometallurgy • interfaces • metal extraction • self-assembly

## 1. Introduction

The recycling of valuable metals, such as rare earth elements from windmill magnets, lanthanides from electronics, and actinides from nuclear "wastes", relies on ion-specific separation, which is the basis of hydrometallurgy. All known efficient methods for separating ions rely on the contact of a concentrated acidic (or basic) solution of multivalent ions (e.g. salts) in equilibrium with reverse micelles (i.e. water-in-oil (w/o) microemulsions in the Winsor II regime). ${ }^{[1]}$ The most general description is therefore an emulsified microemulsion. Up to now, from a theoretical point of view, the aggregates have mainly been considered as spherical or globular w/o aggregates. ${ }^{[2]}$ The number of surfactant molecules in aggregates corresponds to the aggregation number (typically three to six), while the complexation number (usually one to three) is the number of first-neighbour ligands of the extracted cation. In the diluted regime, w/o reverse micelles which selectively take up certain ions - have been determined from combined small-angle X-ray and neutron scattering (SAXS/SANS) and vapour pressure studies as spheres containing four to ten extractant molecules, a few water molecules and complexed ions. ${ }^{[3]}$ However, it is well known that in industrially relevant cases of liquidliquid extraction, extractant aggregates cannot be described as simple metal-ion oligomeric aggregates that are spherical on average. ${ }^{[4]}$ For instance, the existence of w/o tubular domains has been found and these can be
considered as living polymers. ${ }^{[5]}$ This might be the origin of the high conductivity observed in the oil phases that demonstrate a degree of bicontinuity. ${ }^{[6]}$ When the volume fraction of the surface-active extractant is high enough (typically $10-20 \%$ per volume), the presence of discrete aggregates becomes questionable and a description of a bicontinuous water/oil dispersion becomes closer to reality. ${ }^{[7]}$

In order to realistically simulate examples of waterpoor microemulsions, we use the wavelet-based method proposed by Arleth and Marčelja. ${ }^{[8]}$ This approach is based on the Helfrich formalism that states that the physics of a system composed of soft interfaces is dominated by the Helfrich Hamiltonian of the surfactant film. ${ }^{[9]}$ The interfacial film has a fixed area per unit volume and some spontaneous curvature $H_{0}$. Neglecting the stretching energy, the free energy per surfactant molecule associated to interfacial bending is calculated as follows:

$$
\begin{equation*}
F_{\text {bending }}=2 \kappa\left(H-H_{0}\right)^{2}+\kappa^{\prime} K \tag{1}
\end{equation*}
$$

[a] T. Zemb, M. Duvail, J.-F. Dufrêche
Institut de Chimie Séparative de Marcoule
UMR 5257 CEA/CNRS/UM2/ENSCM
Marcoule, F-30207 Bagnols-sur-Cèze (France)
e-mail: thomas.zemb@icsm.fr thomas.zemb@cea.fr
where $\kappa$ and $\kappa^{\prime}$ are the bending and Gaussian elastic constants, respectively, and $H$ and $K$ are the mean average and Gaussian curvatures of the interface that can be calculated when the reverse aggregates are in ordered states. When no water is coextracted, the existence of a well-defined interface has been questioned. ${ }^{[10]}$ Microemulsions used in liquid-liquid extraction exhibit a strong spontaneous curvature towards water, since the ions used are far more (typically $10^{3}$ times) water soluble than oil soluble.

Examples of thermalized structures generated via the Gaussian random field model are shown in Figure 1 for different ratios of oil, water, and surfactant. In our model, the apolar phase (represented by its volume fraction $\Phi_{\mathrm{a}}$ ) is composed of the entire oil phase and the hydrophobic chain of the surfactant, whereas the polar phase (represented by its volume fraction $\Phi_{\mathrm{p}}$ ) contains both the water phase and the polar head of the surfactant. Thus, this implies that $\Phi_{\mathrm{a}}+\Phi_{\mathrm{p}}=1$. Furthermore, the surfactant is represented by its volume fraction $\Phi_{\mathrm{s}}$. Figures 1 b and 1 c represent typical microemulsion structures


Figure 1. 3D field projections of the direct space representation of rigid ( $\kappa=3 k_{\mathrm{B}} T$ and $\kappa^{\prime}=-1 k_{\mathrm{B}} T$ ) microemulsions with different compositions and a zero spontaneous curvature ( $H_{0}=0$ ), as predicted by the Gaussian random field model: a) symmetric bicontinuous microemulsion ( $\Phi_{\mathrm{p}}=0.50$ and $\Phi_{\mathrm{s}}=0.15$ ), b) asymmetric connected cylinder structure ( $\Phi_{\mathrm{p}}=0.20$ and $\Phi_{\mathrm{s}}=0.30$ ), and c) bi-liquid foam or disordered connected locally lamellar microstructure ( $\Phi_{\mathrm{p}}=0.20$ and $\Phi_{\mathrm{s}}=0.15$ ). The side lengths of the figures are $20 \pi \mathrm{~nm}$ ( $\approx 63 \mathrm{~nm}$ ), a very small part ( $10^{-6}$ in volume) of a typical emulsion droplet. For the illustrations, water is blue, oil is yellow and the surfactant is red. Only separation surfaces between domains are represented.
used in practice in hydrometallurgical processes. In typical devices such as agitated settling tanks, pulsed columns and centrifuges, the two complex fluids between which cations should be selectively transferred are put in close contact, typically via a metastable emulsion.

The emulsification of the solvent phase involves a "macroscopic" interface between the solvent and the excess of water. The order of magnitude of the specific area of this macroscopic interface is $1 \mathrm{~m}^{2} \mathrm{~g}^{-1}$ in typical industrial processes involving micron-sized droplets of fluids. This macroscopic interface has to be clearly distinguished from the polar/apolar "microscopic" interface present in the solvent phase and due to the presence of aggregates. This internal microscopic polar/apolar interface separates the polar core from the solvent in the "oil" phase: it repre-
sents over $100 \mathrm{~m}^{2} \mathrm{~g}^{-1}$ in the oil phase, since typical values are $1 \mathrm{~nm}^{2}$ per extractant molecule and these are used in quantities on the order of $1 \mathrm{molL}^{-1}$. This is the interface on which extracted/back-extracted ions adsorb reversibly. In practice, the content of pulsed columns used in hydrometallurgy is an emulsified microemulsion, the two fluids in contact being extremities of a tie-line in pseudo-ternary phase diagrams. The macroscopic interface is covered by a monolayer of extractant molecules. This macroscopic water-solvent interface has no curvature at the molecular scale. The microscopic w/o interface has a curvature radius on the order of the molecular scale for the microscopic "active" interface on which the adsorption isotherm is defined. In practical situations, the emulsified solutions considered as a chemical system can be seen as emulsified microemulsions (EME). ${ }^{[11]}$

Understanding the microstructures is important for the description of the selectivity in liquid-liquid extraction. Selectivity between two ions is the difference of two ions of the difference between the oil and water environment (Figure 2, left and right) for two different salts, one target to be extracted and one "background" salt. The free energy difference must be more than $1 k_{\mathrm{B}} T$ per ion pair (i.e. $2.5 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) to be used in a practical process. The vertical scale (Figure 2, centre) represents the free energy of complexation of the metal by the extractant in units of $k_{\mathrm{B}} T$ per molecule.


Figure 2. Schematic representation of the standard reference chemical potential of a lanthanide salt in a concentrated aqueous solution (left) and in the solvent phase where w/o aggregates are present (right). At the macroscopic interface of emulsified microemulsions, a monolayer of extractant exists (middle). Adsorption on this layer represents an intermediary state. Blue is the water phase and yellow the oil phase.

## 2. The Case of Spherical Polar Cores of W/O Aggregates

The experimental method used to determine the free energy of transfer is the adsorption isotherm of ions. ${ }^{[4]}$ Taking into account trivalent cations and the monovalent
anions, both dominating low pH , the most precise and complete experimental method requires the determination of an isotherm relating the activity of salt in the aqueous phase to the quantity of salt adsorbed per unit surface of the microscopic interface. The simplest form is the Langmuir adsorption isotherm that links the ion/extractant molar ratio in the oil phase $\theta$ to the stoichiometry at saturation $s$, and the activity $a$ of the salt in aqueous phase to the apparent extraction coefficient $K_{\text {app }}$ :
$\theta(a)=\frac{s \times a K_{a p p}}{1+a K_{a p p}}$
In some cases, the amount of the polar/apolar interface dispersed in the solvent phase can be determined, since the area per extractant (aggregated to the molecule) can be determined by scattering experiments using the Porod limit at high $q$ : area per unit volume of sample can be determined independently of any hypothesis or model provided the contrast in scattering length is known. ${ }^{[12]}$
Ion extraction can be analysed in terms of Langmuir isotherms, induced by direct complexation of ions with extractants counterbalanced by long-range interactions. ${ }^{[13]}$ If an organic phase with aggregates is modelled as a set of $N_{\mathrm{a}}$ site cavities of volume $V_{\mathrm{a}}$ that can be filled by one ion, straightforward calculations in the canonical ensemble show that the chemical potential of $N$ ions in this system reads:
$\beta \mu=\mu^{0}-\ln V_{a}+\ln \left(\frac{N}{N_{a}-N}\right)$
where $\beta=1 / k_{\mathrm{B}} T$. If this organic phase is equilibrated by an aqueous phase of concentration $C$, the extraction curve is nothing but a Langmuir isotherm:
$\theta=\frac{N}{N_{a}}=\frac{K^{0} C / C^{0}}{1+K^{0} C / C^{0}}$
with $C^{0}=1 \mathrm{molL}^{-1}$. The adsorption constant reads:
$K^{0}=K_{a p p}=V_{a} \exp \left(\Delta G / k_{B} T\right)$
where $\Delta G$ is the difference of the standard chemical potentials between the adsorbed and free phases. Therefore, in the case of a planar interface, ${ }^{[13]}$ the apparent "adsorption equilibrium" constant $K_{\text {app }}$ is related to the extraction free energy via:
$K_{\text {app }}=\sigma \delta \exp \left(\Delta G / k_{B} T\right)$
where $\sigma$ is the microscopic interface surface per extractant and $\delta$ the interaction length. This distance $\delta$ represents the magnitude of the longitudinal oscillations of the
adsorbed cations at the surface. This is associated to the typical distance for the main interaction between an ion and a "complexing" group of matching affinity. ${ }^{[14]}$

In the case of a globular water-in-oil droplet, the ion is in an interacting site when located in the whole polar core of radius $R_{\mathrm{p}}{ }^{[15]}$ Since the volume-to-surface ratio of a sphere is $R_{\mathrm{p}} / 3$, we have for a polar core in the form of a droplet:
$K_{\text {app }}=\frac{1}{3} \sigma R_{p} \exp \left(\Delta G / k_{B} T\right)$

## 3. Extension to the Non-Spherical Case

Equation 6 can be generalized to the case of any shape of the interface, when the constraint of non-tearable polar core/solvent interface is added. In this case, the packing parameter, equivalent to the hydrophilic-lipophilic balance (HLB) or hydrophilic-lipophilic deviation (HLD), ${ }^{[16]}$ combines Gaussian and average curvatures in a polynomial form: ${ }^{[17]}$
$p=1+H l+\frac{1}{3} K l^{2}$
where $l$ is the average chain length. Expressing the bending energy of the interface is now: ${ }^{[18]}$
$F_{\text {bending }}=\kappa^{*}\left(p-p_{0}\right)^{2}$
where $\kappa^{*}$ is an effective bending constant. This single parameter of two Gauss-Helfrich bending constants, which were originally introduced for solids, ${ }^{[19]}$ is a function of the previously defined $\kappa$ and $\kappa^{\prime}$ constants, i.e. $\kappa^{*}=2 \kappa+\kappa^{\prime}$. When the microstructure is coalesced and becomes structured, as shown in Figure 1, most of that which applies to the spherical case also applies here. The only term that is modified is the microscopic interfacial film bending energy. Indeed, it has to be generalized using the packing parameter $p$, as introduced by Ninham. ${ }^{[15]}$ In this case, the free energy of transfer is related to the extraction constant of the Langmuir by introducing the packing parameter generalizing the notion of curvature used in differential geometry: ${ }^{[14]}$
$p(a)=\frac{V}{\sigma(a)\langle l\rangle}$

In this expression, the original derivation ${ }^{[17]}$ in 1976 used the volume $V$ of apolar chains only, the length $\langle l\rangle$ of chains averaged over all conformations, and the area per molecule at the polar head-chain interface.

In the extension proposed by Israelachvili, ${ }^{[20]}$ the volume $V$ is not only the volume of the chains, but also includes the volume of the polar headgroup, i.e. the


Figure 3. Three types of colloidal and supramolecular mechanisms associated with extraction as triggered by direct complexation with the aggregated amphiphilic molecules: a) transfer of ions is associated with a loss of entropy, b) chain packing, bending and stretching, c) species near the polar/apolar interface induce image charges and therefore polarization of all molecules bound in polar cores.
volume to be taken into account is the partial molar volume of the surfactant. The area per molecule is the refore in this generalization the area per surfactant at the polar head-water interface, which minimizes the free energy per molecule, since the surface tension at equilibrium is zero. The average length used in Equation 8 must therefore be taken as the whole length of the molecule, including the hydrated headgroup and penetrating solvent. ${ }^{[15]}$ The numerical values using the packing parameter over the whole molecule can be significantly different, and even inconsistent if the different expressions corresponding to different scales are mixed up. ${ }^{[14]}$

In this work related to ion extraction, we use differential geometry of the microscopic interface in another way: the "length" to be considered is no longer the length of the hydrocarbon chain, but the distance $\delta$ from the polar/apolar interface of the interactions responsible for the phase transfer of ions, which comprises both complexation with nearest neighbours and long-range interactions beyond the first neighbour.

If the area $\sigma$ is taken at the polar/apolar interface, the free energy related to extraction is still linked to the apparent extraction coefficient $K_{\text {app }}$ and is given by:
$K_{a p p}=\frac{\sigma \delta}{p(\sigma)} \exp \left(\Delta G / k_{B} T\right)$
Now, the area per molecule as well as the extractant packing are functions of the salt activity $a$, while the free energy of film bending per extractant molecule becomes a function of the activity of the extracted species:
$\partial G_{\text {bending } / \text { stretching }}=\gamma\left(\sigma(a)-\sigma_{0}\right)+\kappa^{*}\left(p(a)-p_{0}\right)^{2}$
where the surface tension $\gamma$ is associated to the area per molecule and the packing parameter, both functions of the activity of the salt in equilibrium. Using this formalism, the analogy becomes clear: adsorption isotherms are similar in shape for spherical droplets and for bicontinuous microstructures. Free energies of extraction/back-extraction can be evaluated from isotherms and decomposed into the different contributions. Following an in-
verse path, knowing the rigidity, the spontaneous curvature and the polarizabilities of the species involved, predictive modelling of ion exchange can be developed using the fundamental concept of the packing parameters equation (Equation 10). All interpretations and methods of exploiting isotherms remain valid in bicontinuous microstructures.

The free energy of the system in the organic phase is the sum of several effects. Three of these are represented in Figure 3. Firstly, there is the free energy of the polar core, which represents the free energy of the water/ion mixture. It can be evaluated by considering that this term is equivalent to the corresponding one in a bulk electrolyte solution of the same concentration. Thus, osmotic measurement is able to give this polar effect. The free energy of the chains can be calculated from the volume of the core thanks to Equation 9. Perturbation effects arising from image charge (dispersion terms) can also be evaluated.

Figure 4 illustrates the free energy variation for the typical case of diamides used in the actinide/lanthanide separation process. ${ }^{[5,16,21]}$ Taking into account short-range interactions means that the dotted line would apply. As can be seen, the free energy of extraction markedly differs from the free energy of complexation that can be estimated either theoretically or via extended X-ray absorption fine structure (EXAFS) experiments. Taking into account colloidal interactions as bulk, film and dispersion terms results in the red line instead of the dotted line. For a typical formulation of the pulsed columns used, the free energy associated to rare earth water-solvent transfer in emulsified liquid-liquid mixtures is usually on the order of 1-2 $k_{\mathrm{B}} T$. This does not correspond to a complexation energy of $1-2 k_{\mathrm{B}} T$, but to a complexation energy of $30 k_{\mathrm{B}} T$, quenched by $28 k_{\mathrm{B}} T$ due to long-range interaction effects.

Sphere-to-rod transitions of the shape of the polar core have been documented by Meridiano ${ }^{[21]}$ and Ellis. ${ }^{[5]}$ In this case, the packing parameter varies from 3 for the polar core of globular aggregates to 2 for cylindrical aggregates. This shape transition has also been detected under real conditions in the DIAMEX process. ${ }^{[22]}$ We can see that everything being equal, including the complexation free energy linking the extracted salt to the extrac-


Figure 4. Apparent ion distribution coefficient converted to free energy units as a function of the ion complexation free energy. Standard expression sets as a priori equality between these two values is shown as the diagonal dashed line. The red line represents the global link between these two quantities.
tant heads, the free energy of transfer increases by a few $k_{\mathrm{B}} T$. This explains the observed variations in the distribution coefficients. We note that the effect has the same sign and magnitude as the entropic term variation due to the difference between complexation numbers (number of molecules linked to ions) and the aggregation number. Further details about the parameter-free determination of these colloidal and supramolecular effects are given by Zemb and Dufrêche. ${ }^{[13]}$ Liquid-liquid extraction is a typical case of a molecular system in which long-range interactions extending beyond the first neighbour control the reversible selective transfer of ions between coexisting liquid phases: $:{ }^{[23]}$ in the case described here, a concentrated solution of ions with a solvent phase "saturated" with water and extracted ionic species.

## 4. Conclusions

Up to now, no predictive model of the free energy of transfer of ions between phases exists. In this work, we have shown the critical importance of taking into account self-assembly terms together with organometallic complexation and colloidal terms, in order to allow predictive modelling of ion extraction and back-extraction used in both recycling and decontamination methods. Colloidal interactions are present in both the aqueous and the organic phases. The non-complexing terms considered here are the ion-interface dispersion and polarization and the film-bending terms, ${ }^{[13]}$ but the matching affinity principle
for ions near the polar headgroups of active interfaces have currently been neglected. ${ }^{[15]}$
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#### Abstract

Describing the dynamics of nuclei in molecules requires a potential energy surface, which is traditionally provided by the Born-Oppenheimer or adiabatic approximation. However, we also need to assign masses to the nuclei. There, the Born-Oppenheimer picture does not account for the inertia of the electrons, and only bare nuclear masses are considered. Nowadays, experimental accuracy challenges the theoretical predictions of rotational and vibrational spectra and requires the participation of electrons in the internal motion of the molecule. More than 80 years after the original work of Born and Oppenheimer, this issue has still not been solved, in general. Here, we present a theoretical and numerical framework to address this problem in a general and rigorous way. Starting from the exact factorization of the electron-nuclear wave function, we include electronic effects beyond the Born-Oppenheimer regime in a perturbative way via positiondependent corrections to the bare nuclear masses. This maintains an adiabaticlike point of view: The nuclear degrees of freedom feel the presence of the electrons via a single potential energy surface, whereas the inertia of electrons is accounted for and the total mass of the system is recovered. This constitutes a general framework for describing the mass acquired by slow degrees of freedom due to the inertia of light, bounded particles; thus, it is applicable not only in electron-nuclear systems but in light-heavy nuclei or ions as well. We illustrate this idea with a model of proton transfer, where the light particle is the proton and the heavy particles are the oxygen atoms to which the proton is bounded. Inclusion of the light-particle inertia allows us to gain orders of magnitude in accuracy. The electron-nuclear perspective is adopted, instead, to calculate position-dependent mass corrections using density functional theory for a few polyatomic molecules at their equilibrium geometry. These data can serve as input for the computation of high-precision molecular spectra.


DOI: 10.1103/PhysRevX.7.031035

## I. INTRODUCTION

The Born-Oppenheimer (BO) [1], or adiabatic, treatment of the coupled motion of electrons and nuclei in molecular systems is among the most fundamental approximations in condensed matter physics and chemical physics. Based on the hypothesis that part of the system, usually electrons or protons, evolves on a much shorter time scale than the rest, i.e., (heavy) nuclei, the BO approximation allows one to visualize molecules as a set of nuclei moving on a single
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potential energy surface that represents the effect of the electrons in a given eigenstate. Yet, it is an approximation, yielding the correct dynamics only in the limit of infinite nuclear masses. For instance, when compared to highly accurate molecular spectroscopy measurements, theoretical predictions might deviate from experimentally observed behavior.

Often in the literature, in relation to calculations of rotational and vibrational spectra of light molecules, for instance, hydrogen-based [2-9], the question of which masses [10-13] are to be considered is addressed, aiming to provide accurate numerical predictions. However, beyond the simple interest in spectroscopy applications, this question carries a very fundamental significance, which can be summarized as follows: How is the inertia of the electrons accounted for in the nuclear motion, when the BO approximation is employed? In fact, within the BO approximation, the electrons appear only implicitly in the dynamics, as a
potential energy contribution to the Hamiltonian driving the motion of the nuclei. The kinetic energy arising from the molecular motion then involves only the bare nuclear masses. Indeed, ideas to improve the agreement between numerical and experimental spectroscopy results have been proposed, such as the use of atomic masses [14] or fractional masses [15]. Such propositions do not unambiguously answer the above question and, therefore, might still be of little interest to a broader community.

In addition, performing a full nonadiabatic treatment of the coupled electron-nuclear problem, with a numerical cost that is much larger than a BO calculation, does not help from a fundamental point of view. The following question is still unanswered: What is the mechanism by which the inertia of the electrons affects the mass of the heavy degrees of freedom beyond the dependence of the potential energy surface on the electronic kinetic energy? An alternative approach, pioneered by Bunker and Moss [2,3,16], is to treat nonadiabatic effects perturbatively, but applications are still limited to di- and triatomic molecules. In connection with the perturbation idea of Bunker and Moss, accurate numerical calculations have been performed on small molecules, like $\mathrm{H}_{2}, \mathrm{D}_{2}, \mathrm{HD}, \mathrm{H}_{3}^{+}$ [17-21]. However, despite the effort to push forth the applications, it seems that the basic formalism still represents a major obstacle for the treatment of molecular systems comprising more than three atoms. The main reason for this is found in the use of internal coordinates, obtained after separation of the rotational and translational degrees of freedom of the center of mass of the molecule, as a starting point for the application of the perturbation approach. Several complications arise when using internal coordinates: (i) Internal coordinates are not uniquely defined; thus, calculations of nuclear displacements, which are crucial to determine nonadiabatic corrections, have to be reformulated for each choice of coordinates, either analytically or numerically. (ii) As the size of the molecular system of interest increases, derivative operators in internal coordinates become more and more involved, and their implementation becomes less and less desirable [22]. (iii) Internal coordinates are defined in the nuclear center of mass [4], which depends on the mass of the nuclei; thus, electronic structure calculations to determine the nonadiabatic corrections have to be repeated when considering different isotopes. (iv) Derivatives with respect to nuclear displacements in internal coordinates cannot take advantage of analytic methods, as is the case of derivatives in Cartesian coordinates [23].

In the present paper, we examine this problem in the framework of the exact factorization of the electron-nuclear wave function [24]. This (nonadiabatic) reformulation of the quantum-mechanical problem is used as a starting point to develop a procedure that settles the issue described above in a rigorous way. The key point in the exact factorization is that the electronic effect on the nuclear system is taken into account by time-dependent vector and scalar potentials. These concepts are the generalization of similar, but static,
quantities appearing also within the BO approximation. We show that nonadiabatic effects can be accounted for, by formulating a theory that treats these effects as a perturbation to the BO problem. Such a framework has been discussed in previous work [23] to derive the nuclear velocity perturbation theory [25] for vibrational circular dichroism [26]. As we will show below, here we propose a new perspective on the nuclear velocity perturbation theory, which will allow us to access a broader class of both static, e.g., energetics, and dynamical, e.g., vibrational spectra, problems in quantum mechanics. Within nuclear velocity perturbation theory, nonadiabatic effects can be included by taking into account corrections to the BO approximation up to within linear order in the classical nuclear velocity. We show here that this is equivalent to a perturbation approach where the small parameter is the electron-nuclear mass ratio [27].

The major achievement of such a formulation is presented in this paper: Electronic nonadiabatic effects appear as a position-dependent mass correction to the bare nuclear mass, up to within linear order in the perturbation. From a fundamental perspective, we prove that it is possible to recover an adiabaticlike structure of the Hamiltonian governing the dynamics of the heavy degrees of freedom, with a kinetic energy contribution and a separate potential energy term. Since the mass correction can be fully identified with the electronic mass, totally missing in the BO approximation, we propose a theory able to restore a fundamental property, often overlooked, of the dynamical problem: the translational invariance of an isolated system with its physical mass, i.e., nuclear and electronic. If in the BO approximation the nuclear masses are made position dependent in the way proposed in this paper, the center of mass can be separated from rotations and internal vibrations, and it evolves as a free particle with mass equal to the total mass of the system (expected from the Galilean invariance of the problem [13]). This property enables us to apply the perturbation approach before moving to the molecular center-of-mass reference frame, with the formal advantage of a very simple and intuitive theory. From an algorithmic perspective, the corrections to the mass involve only ground-state properties and can be calculated as a response to the nuclear motion, within standard perturbation theory [28-30]. Therefore, we are able to perform numerical studies of molecular systems, easily pushing the applications beyond di- and triatomic molecules. The experimental implications are clear: The approach proposed here has the potential to predict and to describe rovibrational spectroscopic data for a large class of molecular systems when high accuracy is required. The theory developed here will make the nuclear velocity perturbation scheme of Refs. [23,31] consistent. In previous work, we have focused only on the effect of nuclear motion on electronic properties, neglecting the "backreaction" of electrons. The advantage of taking this effect into account as done in the present work is twofold: (i) From a fundamental perspective, even a weak coupling to electronic excited states has an observable effect on nuclear properties, and (ii) from a
practical perspective, the translational motion of the center of mass of the total system can now be correctly separated from the internal rotations and vibrations.

The paper is organized as follows. First, we show how, starting from the exact factorization, nonadiabatic effects are included by constructing a perturbative scheme based on the BO approach. Then, we prove that the vector potential of the theory can be expressed as a position-dependent correction to the bare nuclear mass. In the nuclear Hamiltonian, nonadiabatic effects are taken into account in an adiabaticlike picture, if the nuclear masses are corrected for the electronic contribution. We prove that (i) the position-dependent corrections sum up to the total electronic mass of the complete system, and (ii) the Hamiltonian with position-dependent dressed masses is appropriate to compute rotational and vibrational spectra, as it is possible to exactly separate the center-of-mass motion. Results are first presented for a model of a hydrogen bond where the light particle is the shared proton. Then, we present the computation of the position-dependent mass corrections using density functional theory (DFT) for some molecular systems, up to six atoms, at their equilibrium geometry. To illustrate the effect on vibrational spectra, the order of magnitude of this nonadiabatic correction is evaluated in the harmonic approximation.

## II. BEYOND THE BORN-OPPENHEIMER APPROXIMATION

## A. Exact factorization of the electron-nuclear wave function

The exact factorization of the electron-nuclear wave function has been presented [24] and discussed $[32,33]$ in previous work. Therefore, we only introduce here the basic formalism, and we refer to the above references for a detailed presentation.

A system of interacting particles, which will be taken as electrons of mass $m_{e}$ and nuclei of masses $M_{\nu}$, is described by the Hamiltonian $\hat{H}=\hat{T}_{n}+\hat{H}_{\mathrm{BO}}$, with $\hat{T}_{n}$ the nuclear kinetic energy and $\hat{H}_{\mathrm{BO}}$ the standard BO Hamiltonian. The evolution of the electron-nuclear wave function $\Psi(\mathbf{r}, \mathbf{R}, t)$, in the absence of an external time-dependent field, is described by the time-dependent Schrödinger equation $\hat{H} \Psi=i \hbar \partial_{t} \Psi$. The symbols $\mathbf{r}, \mathbf{R}$ collectively indicate the Cartesian coordinates of $N_{\mathrm{el}}$ electrons and $N_{n}$ nuclei, respectively, in a fixed laboratory frame. When the exact factorization is employed, the solution of the timedependent Schrödinger equation is written as the product $\Psi(\mathbf{r}, \mathbf{R}, t)=\Phi_{\mathbf{R}}(\mathbf{r}, t) \chi(\mathbf{R}, t)$, where $\chi(\mathbf{R}, t)$ is the nuclear wave function and $\Phi_{\mathbf{R}}(\mathbf{r}, t)$ is an electronic factor that parametrically depends on the nuclear configuration $\mathbf{R}$. Here, $\Phi_{\mathbf{R}}(\mathbf{r}, t)$ satisfies the partial normalization condition $\int d \mathbf{r}\left|\Phi_{\mathbf{R}}(\mathbf{r}, t)\right|^{2}=1 \forall \mathbf{R}$, $t$, which makes the factorization unique up to a gauge transformation. Starting from the time-dependent Schrödinger equation for $\Psi(\mathbf{r}, \mathbf{R}, t)$,

Frenkel's action principle [34-36] and the partial normalization condition yield the evolution equations for $\Phi_{\mathbf{R}}(\mathbf{r}, t)$ and $\chi(\mathbf{R}, t)$,
$\left[\hat{H}_{\mathrm{el}}-\epsilon(\mathbf{R}, t)\right] \Phi_{\mathbf{R}}=i \hbar \partial_{t} \Phi_{\mathbf{R}} \quad$ and $\quad \hat{H}_{n} \chi=i \hbar \partial_{t} \chi$.
Here, the electronic and nuclear Hamiltonians are $\hat{H}_{\mathrm{el}}=$ $\hat{H}_{\mathrm{BO}}+\hat{U}_{\mathrm{en}}\left[\Phi_{\mathrm{R}}, \chi\right]$ and $\hat{H}_{n}=\sum_{\nu}\left[-i \hbar \nabla_{\nu}+\mathbf{A}_{\nu}(\mathbf{R}, t)\right]^{2} /$ $\left(2 M_{\nu}\right)+\epsilon(\mathbf{R}, t)$, respectively. The index $\nu$ is used to label the nuclei. The electron-nuclear coupling operator (ENCO),

$$
\begin{align*}
\hat{U}_{\mathrm{en}}\left[\Phi_{\mathbf{R}}, \chi\right]= & \sum_{\nu=1}^{N_{n}} \frac{1}{M_{\nu}}\left[\frac{\left[-i \hbar \nabla_{\nu}-\mathbf{A}_{\nu}(\mathbf{R}, t)\right]^{2}}{2}\right. \\
& +\left(\frac{-i \hbar \nabla_{\nu} \chi(\mathbf{R}, t)}{\chi(\mathbf{R}, t)}+\mathbf{A}_{\nu}(\mathbf{R}, t)\right) \\
& \left.\times\left(-i \hbar \nabla_{\nu}-\mathbf{A}_{\nu}(\mathbf{R}, t)\right)\right], \tag{2}
\end{align*}
$$

the time-dependent vector potential (TDVP),

$$
\begin{equation*}
\mathbf{A}_{\nu}(\mathbf{R}, t)=\left\langle\Phi_{\mathbf{R}}(t) \mid-i \hbar \nabla_{\nu} \Phi_{\mathbf{R}}(t)\right\rangle_{\mathbf{r}} \tag{3}
\end{equation*}
$$

and the time-dependent potential energy surface (TDPES),

$$
\begin{equation*}
\epsilon(\mathbf{R}, t)=\left\langle\Phi_{\mathbf{R}}(t)\right| \hat{H}_{\mathrm{BO}}+\hat{U}_{\mathrm{en}}-i \hbar \partial_{t}\left|\Phi_{\mathbf{R}}(t)\right\rangle_{\mathbf{r}}, \tag{4}
\end{equation*}
$$

mediate the exact coupling between the two subsystems; thus, they include all effects beyond BO. The symbol $\langle\ldots\rangle_{\mathbf{r}}$ indicates integration over the electronic coordinates. The TDVP and TDPES transform [24] as standard gauge potentials when the electronic and nuclear wave functions transform with a phase $\theta(\mathbf{R}, t)$. The gauge, the only freedom in the definition of the electronic and nuclear wave functions, will be fixed below.

## B. Large nuclear mass limit

Starting from the exact factorization described above, we now consider the limit of large nuclear masses. The ENCO is inversely proportional to the nuclear masses $M_{\nu}$; then, the BO limit [37] corresponds to the solution of Eq. (1), setting the ENCO to zero [23,27]. Formally, however, approaching this limit of large but finite nuclear masses depends on the physical situation considered [38]. In the time-dependent case, keeping the kinetic energy fixed, it has been shown [38] that the BO limit is recovered asymptotically in terms of a small expansion parameter $\mu^{4}$ used to scale the nuclear mass, $M \rightarrow M^{(\mu)} \equiv M / \mu^{4}$. Making $\mu$ approach zero corresponds to the ratio of the nuclear mass over the electron mass $M^{(\mu)} / m_{e}$ going to infinity. This scaling factor will be used only to perturbatively estimate the order of the terms in the electronic equation and will be set equal to unity to recover the values of the physical masses. Since the nuclear mass is made larger, the nuclear dynamics is slower such that the time variable must then be scaled as well, by a
factor $\mu^{2}$, i.e., $t \rightarrow t / \mu^{2}$ [38], increasing the separation of time scales between the light and heavy particles. Similarly, following a simple scaling argument, the nuclear momentum behaves as $\mu^{-2}$ in the semiclassical limit (see Appendix A). Then, the ENCO from Eq. (2) scales with $\mu^{4}$ as

$$
\begin{align*}
\hat{U}_{\mathrm{en}, \mu}\left[\Phi_{\mathbf{R}}, \chi\right]= & \sum_{\nu=1}^{N_{n}}\left[\frac{\mu^{4}}{M_{\nu}} \frac{\left[-i \hbar \nabla_{\nu}-\mathbf{A}_{\nu}(\mathbf{R}, t)\right]^{2}}{2}\right. \\
& +\frac{\mu^{2}}{M_{\nu}}\left(\boldsymbol{\lambda}_{\nu}(\mathbf{R}, t)+\mu^{2} \mathbf{A}_{\nu}(\mathbf{R}, t)\right) \\
& \left.\times\left(-i \hbar \nabla_{\nu}-\mathbf{A}_{\nu}(\mathbf{R}, t)\right)\right] \tag{5}
\end{align*}
$$

where $\lambda_{\nu}(\mathbf{R}, t)=\mu^{2}\left\{\left[-i \hbar \nabla_{\nu} \chi(\mathbf{R}, t)\right] / \chi(\mathbf{R}, t)\right\}$. Note that $\lambda_{\nu}(\mathbf{R}, t)$ tends towards a quantity independent of $\mu$ in the limit of small $\mu$ since $-i \hbar \nabla_{\nu} \chi / \chi$ is related to the nuclear momentum $[23,33]$ and thus scales as $\mu^{-2}$.

Using the definition in Eq. (4), the scaled TDPES is

$$
\begin{align*}
\epsilon_{\mu}(\mathbf{R}, t)= & \left\langle\Phi_{\mathbf{R}}(t)\right| \hat{H}_{\mathrm{BO}}\left|\Phi_{\mathbf{R}}(t)\right\rangle_{\mathbf{r}}+\mu^{2}\left\langle\Phi_{\mathbf{R}}(t)\right|-i \hbar \partial_{t}\left|\Phi_{\mathbf{R}}(t)\right\rangle_{\mathbf{r}} \\
& +\mu^{4} \sum_{\nu=1}^{N_{n}} \frac{1}{2 M_{\nu}}\left\langle\Phi_{\mathbf{R}}(t)\right|\left[-i \hbar \nabla_{\nu}-\mathbf{A}_{\nu}(\mathbf{R}, t)\right]^{2}\left|\Phi_{\mathbf{R}}(t)\right\rangle_{\mathbf{r}}, \tag{6}
\end{align*}
$$

noting that the second term in Eq. (5) does not contribute to the TDPES. This statement can be easily verified in Eq. (2), by computing the expectation value of the second term on the right-hand side with the electronic wave function $\Phi_{\mathbf{R}}(\mathbf{r}, t)$ and by recalling the definition of the TDVP given in Eq. (3): The contribution arising from $-i \hbar \nabla_{\nu}$ exactly cancels the contribution from $\mathbf{A}_{\nu}(\mathbf{R}, t)$.

## C. Perturbative expansion

The scaled ENCO, from Eq. (5), and the scaled TDPES, from Eq. (6), are used to rewrite the electronic equation (1) such that its dependence on $\mu^{4}$ is explicit. To this end, the time derivative of the right-hand side of Eq. (1) also has to be scaled with $\mu^{2}$, as indicated above. We thus obtain

$$
\begin{equation*}
\left[\hat{H}_{\mathrm{BO}}+\hat{U}_{\mathrm{en}, \mu}\left[\Phi_{\mathbf{R}}, \chi\right]-\epsilon_{\mu}(\mathbf{R}, t)\right] \Phi_{\mathbf{R}}=i \hbar \mu^{2} \partial_{t} \Phi_{\mathbf{R}} \tag{7}
\end{equation*}
$$

which can be solved perturbatively in powers of $\mu^{2}$, with its solution of the form $\Phi_{\mathbf{R}}(\mathbf{r}, t)=\Phi_{\mathbf{R}}^{(0)}(\mathbf{r}, t)+$ $\mu^{2} \Phi_{\mathbf{R}}^{(1)}(\mathbf{r}, t)+\cdots[1,39]$.

The time dependence appears only at order $\mu^{2}$, as it is clear from Eqs. (6) and (7). Therefore, the time dependence of $\Phi_{\mathbf{R}}^{(0)}(\mathbf{r}, t)=\varphi_{\mathbf{R}}^{(0)}(\mathbf{r})$ can be dropped, and $\varphi_{\mathbf{R}}^{(0)}(\mathbf{r})$ satisfies the zeroth-order equation

$$
\begin{equation*}
\left[\hat{H}_{\mathrm{BO}}-\epsilon^{(0)}(\mathbf{R})\right] \varphi_{\mathbf{R}}^{(0)}=0 \tag{8}
\end{equation*}
$$

with $\epsilon^{(0)}(\mathbf{R})$ the first term on the right-hand side of Eq. (6). Here, $\varphi_{\mathbf{R}}^{(0)}(\mathbf{r})$ is an eigenstate of the BO Hamiltonian with eigenvalue $\epsilon^{(0)}(\mathbf{R})=\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})$, chosen to be the ground state.

At the zeroth order, (i) the TDVP identically vanishes, $\mathbf{A}_{\nu}^{(0)}(\mathbf{R}, t)=0$, as in the absence of a magnetic field $\varphi_{\mathbf{R}}^{(0)}(\mathbf{r})$ can be real; (ii) the evolution of the nuclear wave function is determined by the usual BO equation; (iii) in order to uniquely determine the nuclear, $\chi(\mathbf{R}, t)$, and electronic, $\Phi_{\mathbf{R}}(\mathbf{r}, t)$, wave functions via Eq. (1), one has to make a choice of gauge, and for the derivations presented here, we impose $\left\langle\varphi_{\mathbf{R}}^{(0)} \mid \Phi_{\mathbf{R}}(t)\right\rangle \in \mathbb{R}$.

The electronic equation at the next order yields

$$
\begin{equation*}
\left[\hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\right] \Phi_{\mathbf{R}}^{(1)}=i \sum_{\nu=1}^{N_{n}} \lambda_{\nu}^{\prime}(\mathbf{R}, t) \cdot\left(\hbar \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}\right), \tag{9}
\end{equation*}
$$

where $\lambda_{\nu}^{\prime}(\mathbf{R}, t)=\left[\lambda_{\nu}(\mathbf{R}, t)+\mu^{2} \mathbf{A}_{\nu}(\mathbf{R}, t)\right] / M_{\nu}$ from Eq. (2). We neglected the TDVP from the term in parentheses since $\mathbf{A}_{\nu}(\mathbf{R}, t)$ is $\mathcal{O}\left(\mu^{2}\right)$. However, in $\lambda_{\nu}^{\prime}$, we include a term $\mathcal{O}\left(\mu^{2}\right)$, which will be analyzed below along with the TDVP. Appendix B presents the connection between Eq. (9) and nuclear velocity perturbation theory, thus providing a numerical scheme [23] to compute $\Phi_{\mathbf{R}}^{(1)}(\mathbf{r}, t)$ within perturbation theory [25]. To this end, we write $N_{n}$ Sternheimer equations

$$
\begin{equation*}
\left[\hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\right] \boldsymbol{\varphi}_{\mathbf{R}, \nu}^{(1)}(\mathbf{r})=\hbar \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r}) \tag{10}
\end{equation*}
$$

which provide an expression for $\Phi_{\mathbf{R}}^{(1)}(\mathbf{r})$ decomposed in $N_{n}$ contributions, labeled by the nuclear index $\nu$, i.e., $\boldsymbol{\varphi}_{\mathbf{R}, \nu}^{(1)}(\mathbf{r})$, independent of $\lambda_{\nu}^{\prime}(\mathbf{R}, t)$. Therefore, the electronic wave function up to within $\mathcal{O}\left(\mu^{2}\right)$ is

$$
\begin{equation*}
\Phi_{\mathbf{R}}(\mathbf{r}, t)=\varphi_{\mathbf{R}}^{(0)}(\mathbf{r})+\mu^{2} i \sum_{\nu=1}^{N_{n}} \boldsymbol{\lambda}_{\nu}^{\prime}(\mathbf{R}, t) \cdot \boldsymbol{\varphi}_{\mathbf{R}, \nu}^{(1)}(\mathbf{r}) \tag{11}
\end{equation*}
$$

where $\boldsymbol{\varphi}_{\mathbf{R}, L}^{(1)}(\mathbf{r})$ is now given in Eq. (10). Equation (11) is also valid as an initial condition; i.e., the correction is included if at the initial time the nuclear velocity [the classical limit of $\boldsymbol{\lambda}_{\nu}^{\prime}(\mathbf{R}, t)$ ] is nonzero [40].

Here, $\Phi_{\mathbf{R}}(\mathbf{r}, t)$ is complex and can thus sustain an electronic current density [31,41] induced by the nuclear motion. The crucial point is that this current influences the nuclear motion through the TDVP.

It is worth noting here that Eq. (11) is a perturbative solution of the electronic equation (1). For small values of $\mu^{2}$, or equivalently of $\lambda_{\nu}^{\prime}$, the effect of the ENCO is small; therefore, nonadiabatic effects can be treated as a perturbation to the ground-state dynamics. The theory is applicable in regions of weak nonadiabatic coupling, far away
from degeneracies between adiabatic potential energy surfaces.

## D. Expression of the time-dependent vector potential

The TDVP becomes nonzero when inserting Eq. (11) into Eq. (3). As described in more detail in Appendix C, up to within the linear order in $\mu^{2}$, the expression of the TDVP is
$\mathbf{A}_{\nu}(\mathbf{R}, t)=-2 \hbar \mu^{2} \int d \mathbf{r} \sum_{\nu^{\prime}=1}^{N_{n}}\left[\lambda_{\nu^{\prime}}{ }^{\prime}(\mathbf{R}, t) \cdot \boldsymbol{\varphi}_{\mathbf{R}, \nu^{\prime}}^{(1)}(\mathbf{r})\right] \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r})$.

Notice here that $\varphi_{\mathbf{R}}^{(0)}(\mathbf{r})$ and $\varphi_{\mathbf{R}, \nu^{\prime}}^{(1)}(\mathbf{r})$, as defined in Eq. (B7), are both real quantities, thus yielding a real TDVP. Using Eq. (10) and replacing the integral sign with $\langle\ldots\rangle_{\mathbf{r}}$, we can define the quantity

$$
\begin{equation*}
\underline{\underline{\mathcal{A}}}(\mathbf{R})=2\left\langle\underline{\varphi_{\mathbf{R}}^{(1)}}\right| \hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\left|\underline{\varphi}_{\mathbf{R}}^{(1)}\right\rangle_{\mathbf{r}} \tag{13}
\end{equation*}
$$

such that $\underline{A}(\mathbf{R}, t)=-\mu^{2} \underline{\underline{\mathcal{A}}}(\mathbf{R}) \underline{\lambda}^{\prime}(\mathbf{R}, t)$. Here, the singly underlined symbols $\underline{A}(\mathbf{R}, t), \underline{\lambda}^{\prime}(\mathbf{R}, t)$, and $\underline{\varphi}_{\mathbf{R}}^{(1)}$ indicate $\left(3 N_{n}\right)$-dimensional vectors, whereas $\overline{\underline{\mathcal{A}}}(\mathbf{R})$ is a $\left(3 N_{n} \times 3 N_{n}\right)$-dimensional matrix.

Since $\underline{\lambda}^{\prime}(\mathbf{R}, t)$ depends on $\underline{A}(\mathbf{R}, t)$, we find $\underline{A}(\mathbf{R}, t)$ selfconsistently, which amounts to including an infinite number of terms of order $\mu^{2 n}$. Recalling that $\underline{\lambda}=\mu^{2}[-i \hbar \underline{\nabla} \chi / \chi]$, the TDVP becomes
$\underline{A}=-\mu^{2} \underline{\underline{\mathcal{A}}} \underline{\underline{\mathcal{M}}}^{-1} \underline{\lambda}, \quad$ with $\quad \underline{\underline{\mathcal{M}}}(\mathbf{R})=\underline{\underline{M}}+\mu^{4} \underline{\underline{\mathcal{A}}}(\mathbf{R})$.
Here, $\underline{\underline{M}} \equiv M_{\nu} \delta_{\nu i, \nu^{\prime} j}$ is the $\left(3 N_{n} \times 3 N_{n}\right)$ diagonal mass matrix. If $\mu^{4}=1$, expressions where the physical masses appear are recovered. From Eq. (13), it is evident that $\underline{\underline{\mathcal{A}}}(\mathbf{R})$ is a purely electronic quantity, which affects the nuclear momentum through the TDVP. Such correction, however, also appears in the nuclear evolution equation (1).

## E. Nuclear time-dependent Schrödinger equation

Having derived the electronic wave function up to order $\mathcal{O}\left(\mu^{2}\right)$ and then the TDVP up to order $\mathcal{O}\left(\mu^{4}\right)$, we can now determine an effective form for the nuclear Hamiltonian. On one side, the kinetic energy of the nuclei is reexpressed in a canonical form using the fact that the TDVP is shown to be proportional to $\underline{\lambda}$, that is, to the nuclear momentum itself. On the other side, this involves determining the TDPES from the expansion of the electronic wave function, leading mainly to a term that describes the kinetic energy of the electrons induced by the nuclear motion. The detailed derivation is given in Appendix D. We then arrive at the nuclear time-dependent Schrödinger equation, written in matrix form,

$$
\begin{equation*}
\left[\frac{1}{2}(-i \hbar \underline{\nabla})^{T} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R})(-i \hbar \underline{\nabla})+E(\mathbf{R})\right] \chi=i \hbar \partial_{t} \chi \tag{15}
\end{equation*}
$$

where the superscript $T$ indicates the transpose vector and

$$
\begin{equation*}
E(\mathbf{R})=\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})+\sum_{\nu=1}^{N_{n}} \frac{\hbar^{2}}{2 M_{\nu}}\left\langle\nabla_{\nu} \varphi_{\mathbf{R}}^{(0)} \mid \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}} \tag{16}
\end{equation*}
$$

The second term is the diagonal BO correction (DBOC). The kinetic energy term in Eq. (15) now involves dressed nuclear masses. It is important to notice that such a canonical form of the nuclear time-dependent Schrödinger equation arises from the self-consistent solution for $\underline{A}$.

To better understand the meaning of this effective Hamiltonian, it is instructive to take the classical limit. The corresponding classical Hamiltonian [13] is simply $H_{n}=\underline{P}^{T} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R}) \underline{P} / 2+E(\mathbf{R})$, with nuclear velocity $\underline{\dot{R}}=\underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R}) \underline{P}$. This Hamiltonian contains both the nuclear and electronic contributions to the kinetic energy, in the forms $\underline{\dot{R}}^{T} \underline{\underline{M}} \underline{\dot{R}} / 2$ and $\underline{\dot{R}}^{T} \underline{\underline{\mathcal{A}}}(\mathbf{R}) \underline{\dot{R}} / 2$, respectively.

The key result of the paper is encoded in Eq. (15), where $\underline{\underline{\mathcal{M}}}(\mathbf{R})=\underline{\underline{M}}+\underline{\underline{\mathcal{A}}}(\mathbf{R})$ since we have taken $\mu^{4}=1$. Even in the presence of (weak) nonadiabatic effects, the dynamical problem can be expressed in terms of nuclei moving on a single, static, potential energy surface-the electronic ground state (plus DBOC)-with masses that are corrected by the presence of the electrons. We have shown how, in a very simple and intuitive way, the electrons are carried along by the nuclei: $\underline{\underline{\mathcal{A}}}(\mathbf{R})$, the $\mathcal{A}$ matrix, is a positiondependent mass correction that dresses the bare nuclear masses $\underline{\underline{M}}$. The $\mathcal{A}$ matrix is a purely electronic quantity, obtained by considering the lowest-order corrections $\mathcal{O}\left(\mu^{2}\right)$ to the BO electronic wave function, and it appears both in the definition of the TDVP and in the nuclear Hamiltonian. The nuclear equation (15), together with the electronic equations (8) and (9), represents the limit of the exact factorization equations (1) up to $\mathcal{O}\left(\mu^{4}\right)$ (see Appendix D). The $\mathcal{A}$ matrix is the new and fundamental quantity introduced in this study, for which we are able to provide a rigorous derivation, in the context of the exact factorization; an intuitive interpretation, in terms of electronic mass carried along by the motion of the nuclei; and an efficient computation scheme, based on perturbation theory [23].

In the pioneering work of Bunker and Moss [2] on $\mathrm{H}_{2}$ and $\mathrm{D}_{2}$, the nuclear kinetic energy associated with the onedimensional vibrational motion appears in the form $\left(2 M_{\text {red }}\right)^{-1} P(1+\beta(R)) P$, with $M_{\text {red }}$ the reduced nuclear mass. Starting from the expression (15), it is straightforward algebra to rewrite $\mathcal{M}^{-1}(R)=(M+\mathcal{A}(R))^{-1}$ in the form $M^{-1}(1+\beta(R))$ by assuming that $\mathcal{A}(R) \ll M$. Further discussions on the connection between the
approach proposed in this work and previous analytical studies [12,13] are provided in Appendix C.

As we will now see, applying the correction to the mass matrix, through a resummation of an infinite number of terms $\mu^{2 n}$, implies that the nuclear Hamiltonian has Galilean invariance.

## III. PROPERTIES OF THE DRESSED POSITIONDEPENDENT MASS CORRECTION

When Cartesian coordinates are employed as done here, the $\mathcal{A}$ matrix has the property of yielding the total electronic mass of the system when summed over all nuclei,

$$
\begin{equation*}
\sum_{\nu, \nu^{\prime}=1}^{N_{n}} \mathcal{A}_{\nu \nu^{\prime}}^{i j}(\mathbf{R})=m_{e} N_{\mathrm{el}} \delta_{i j} \quad \forall \mathbf{R} \tag{17}
\end{equation*}
$$

supporting its interpretation as a correction term to the nuclear mass (indices $\nu$ and $\nu^{\prime}$ run over the nuclei, and $i$ and $j$ over the three spatial dimensions). Here, $m_{e}$ is the electronic mass. It should also be noticed that the $\mathcal{A}$ matrix is positive definite in a ground-state dynamics [13]. The proof of Eq. (17) uses the property of the BO electronic wave function of being invariant under a translation of the reference system [13,42], and Eq. (9) (see Appendix E). This leads to

$$
\begin{equation*}
\sum_{\nu, \nu^{\prime}=1}^{N_{n}}[\underline{\underline{\mathcal{A}}}(\mathbf{R})]_{\nu \nu^{\prime}}=\frac{m_{e}}{e} \sum_{\nu=1}^{N_{n}}[\underline{\underline{\mathcal{P}}}(\mathbf{R})]_{\nu}=m_{e} N_{\mathrm{el}} \underline{\underline{\mathcal{I}}}^{(3)} \tag{18}
\end{equation*}
$$

where $[\underline{\underline{\mathcal{A}}}(\mathbf{R})]_{\nu \nu^{\prime}}$ and $[\underline{\underline{\mathcal{P}}}(\mathbf{R})]_{\nu}$ are $(3 \times 3)$ matrices (in Cartesian components) and $\underline{\underline{\mathcal{I}}}^{(3)}$ is the identity matrix. Here, $[\underline{\underline{\mathcal{P}}}(\mathbf{R})]_{\nu}=\nabla_{\nu}\left\langle\hat{\boldsymbol{\mu}}^{(\mathrm{el})}(\mathbf{R})\right\rangle_{\text {BO }}$ is the electronic contribution to the atomic polar tensor, defined as the variation with respect to nuclear positions of the electronic dipole moment (here averaged over the BO state) [43]. The second equality in Eq. (18) is obtained using the known property of the atomic polar tensor of yielding the total electronic charge of the system when summed over all nuclei $[42,44]$.

It is common [2] to separate the c.m. motion before introducing the BO approximation. Calculations are then performed in internal coordinates. In this case, thus working within the molecular frame, the procedure presented here can be straightforwardly applied, by choosing coordinates in which the kinetic energy operator is the sum of two separated terms, i.e., nuclear and electronic. However, using the above sum rule, Eq. (18), it is possible to perform the calculations in Cartesian coordinates and to separate the c.m. motion a posteriori, still recovering the full mass of the system. In Cartesian coordinates, nuclear derivatives can be computed analytically via perturbation theory.

Starting from Cartesian coordinates, we make the following change of coordinates:

$$
\begin{align*}
& \mathbf{R}_{1}^{\prime}=M_{\mathrm{tot}}^{-1}\left(\sum_{\nu=1}^{N_{n}} M_{\nu} \mathbf{R}_{\nu}+m_{e} \sum_{k=1}^{N_{\mathrm{cl}}}\left\langle\hat{\mathbf{r}}_{k}\right\rangle_{\mathrm{BO}}\right), \\
& \mathbf{R}_{\nu}^{\prime}=\mathbf{R}_{\nu}-\mathbf{R}_{1} \quad \text { with } \quad \nu \geq 2 \tag{19}
\end{align*}
$$

with $M_{\text {tot }}=\sum_{\nu} M_{\nu}+m_{e} N_{\mathrm{el}}$. From the sum rule (18), the nuclear Hamiltonian of Eq. (15) becomes

$$
\begin{align*}
\hat{H}_{n}= & \frac{\hat{P}_{\mathrm{c} . \mathrm{m} .}^{2}}{2 M_{\mathrm{tot}}}+\frac{1}{2}\left(-i \hbar \underline{\nabla}^{\prime}\right)^{T} \underline{\underline{\mathcal{M}}}^{-1}\left(\mathbf{R}^{\prime}\right)\left(-i \hbar \underline{\nabla}^{\prime}\right) \\
& +E\left(\mathbf{R}^{\prime}\right) \tag{20}
\end{align*}
$$

Note that $\hat{P}_{\text {c.m. }}$ is the momentum (operator) associated with the c.m. coordinate in Eq. (19); thus, the first term accounts for the motion of the c.m. as a free particle. The mass associated with the c.m. is, correctly, the total mass of the system, i.e., nuclei and electrons, rather than the nuclear mass only, as in the BO approximation. The following terms in Eq. (20) are the kinetic and potential energies corresponding to the internal, rotational and vibrational, degrees of freedom. Notice that, due to the fact that the Hamiltonian contains the gradient operator, the Jacobian of the transformation from Cartesian to internal coordinates has to be calculated. Therefore, the kinetic energy term in Eq. (15), $(-i \hbar \underline{\nabla})^{T} \underline{\underline{\mathcal{M}}}^{-1}(-i \hbar \underline{\nabla})$, becomes $\left(-i \hbar \underline{\nabla}^{\prime}\right)^{T}\left(\underline{\underline{J}} \underline{\underline{\mathcal{M}}}^{-1} \underline{\underline{J}}^{T}\right)\left(-i \hbar \underline{\nabla}^{\prime}\right)$. Here, $\overline{\underline{J}} \underline{\underline{\mathcal{M}}}^{-1} \underline{\underline{J}}^{T}$ can be separated into a contribution from the c.m. [the first term on the right-hand side of Eq. (20)] and a contribution depending on the position-dependent mass matrix in internal coordinates [the second term of Eq. (20)]. Appendix F proves that off-diagonal contributions identically vanish with this choice of internal coordinates.

## IV. APPLICATIONS

The formalism introduced above is employed to construct a numerical procedure that (i) is fundamentally adiabatic, namely, only a single (static) potential energy surface is explicitly involved, but (ii) able to account for effects beyond BO via the position-dependent corrections to the bare nuclear masses.

The key quantity in the examples reported below is the nuclear Hamiltonian of Eq. (15). In the first numerical study of Sec. IVA, quantum mechanically, this Hamiltonian will be used to compute the spectrum of a model of a proton involved in a one-dimensional hydrogen bond [45]. In the same model system, interpreted classically, the Hamiltonian will be employed as the generator of the classical evolution of the oxygen atoms in the presence of a quantum proton. Furthermore, we have quantum mechanically computed the first four vibrational states of the whole system and compared them with the first four vibrational states of the reduced Hamiltonian. This model
system allows us to study the mass dependence of the error made by each approximation.

In Sec. IV B, the second numerical study presents results for some molecular systems, i.e., $\mathrm{H}_{2}, \mathrm{H}_{2} \mathrm{O}, \mathrm{NH}_{3}, \mathrm{H}_{3} \mathrm{O}^{+}$, $\mathrm{CH}_{4}$, and $\mathrm{CH}_{3} \mathrm{OH}$. The $\mathcal{A}$ matrix is computed for such molecules, proving that our approach can easily handle systems comprising more than three atoms. Furthermore, transforming the nuclear Hamiltonian of Eq. (15) to internal coordinates and within the harmonic approximation, position-dependent corrections are included in the calculation of the vibrational frequencies. Numerical details are given in Appendix G.

## A. Proton transfer

As a first application, we consider a model of a proton involved in a one-dimensional hydrogen bond $\mathrm{O}-\mathrm{H}-\mathrm{O}$ [45], in which nonadiabatic (vibrational) effects are known to be important [46]. The light particle is the proton, assumed to be in its vibrational ground state. In this case, everything that has been discussed on the electronic nature of the $\mathcal{A}$ matrix has to be adapted, as the $\mathcal{A}$ matrix now describes a mass correction to the heavy nuclei, the oxygens, because of the coupling with the proton. Hence, the $\mathcal{A}$ matrix is a purely protonic quantity. We use an asymmetric potential mimicking a strong hydrogen bond (as shown in Fig. 1): The proton is bonded to the oxygen atom $\mathrm{O}^{-}$at large distances (we denote $\mathrm{O}^{-}$the oxygen atom that is located on the left and $\mathrm{O}^{+}$the one on the right), whereas at short distances, it is shared by the two oxygen atoms and is localized around the center of the $\mathrm{O}-\mathrm{O}$ bond. The proton density corresponding to the ground state is shown in Fig. 2. At large distances, we expect the effective mass of $\mathrm{O}^{-}$to be close to 17 a.m.u. as it carries the proton along. This is clear in Fig. 3, where it is shown that the element $\mathcal{A}_{\mathrm{O}^{-} \mathrm{O}^{-}}(R)$ of the $\mathcal{A}$ matrix tends to a constant (equal to 1 a.m.u., the mass of the proton) at $R>3 \AA$, whereas all other components are zero, as


FIG. 1. Potential of the hydrogen bond model as a function of the $\mathrm{O}-\mathrm{O}$ distance $(R)$ and of the proton position $(r)$ measured from the center of the $\mathrm{O}-\mathrm{O}$ bond. The energy is measured in $\mathrm{kcal} / \mathrm{mol}$.


FIG. 2. Proton density corresponding to the BO ground state, showing that in its vibrational ground state and for large $\mathrm{O}-\mathrm{O}$ distances, the proton tends to be localized around the oxygen atom $\mathrm{O}^{-}$because of the asymmetry of the potential.


FIG. 3. Elements of the $\mathcal{A}$ matrix as functions of $R$. As expected, for a large $\mathrm{O}-\mathrm{O}$ distance, the proton mass associated with the oxygen $\mathrm{O}^{-}$tends to unity, while all other contributions tend to zero since the proton localizes around $\mathrm{O}^{-}$.
expected from the sum rule of Eq. (18) (adapted to the present case-thus, with $m_{e} N_{\mathrm{el}}$ replaced by $m_{p}$, the total proton mass of the system). We show this schematically in Fig. 4, where we plot the proton density along the $\mathrm{O}-\mathrm{O}$ bond. We also report an estimate of the amount of proton mass associated with each oxygen, as the sum over the columns of the $\mathcal{A}$ matrix, e.g., $\mathcal{M}_{\mathrm{O}^{-}}(R)=$ $M_{\mathrm{O}^{-}}+\left[\mathcal{A}_{\mathrm{O}^{-} \mathrm{O}^{-}}(R)+\mathcal{A}_{\mathrm{O}^{+} \mathrm{O}^{-}}(R)\right]$. At short distances, the proton is instead shared by the oxygens: The elements of the $\mathcal{A}$ matrix are nonzero, but the $\mathrm{O}^{-}$diagonal contribution remains dominant. Notice that it is not surprising that the off-diagonal elements of the $\mathcal{A}$ matrix are negative, as only two conditions are physically relevant: The diagonal elements must be non-negative, in a ground-state dynamics, and the sum of the elements must yield the proton mass, in


FIG. 4. Proton density at two values of the $\mathrm{O}-\mathrm{O}$ distance $(2.0 \AA$ black and $2.8 \AA$ red), where the masses of the oxygens (sum of columns of the matrix $\underline{\underline{\mathcal{M}}}$, see text) $\mathcal{M}_{\mathrm{O}^{+}}$and $\mathcal{M}_{\mathrm{O}^{-}}$indicate the $\mathcal{A}$ matrix effect.
a translationally invariant system. As seen in Fig. 4, the two oxygens then have similar masses at very short distances.

Figure 5 shows the classical trajectories of the two oxygen atoms starting from a compressed $\mathrm{O}-\mathrm{O}$ distance and zero velocity. Calculations have been performed both in the standard adiabatic approximation (BO) and with position-dependent corrections to the oxygen masses


FIG. 5. Distance of the oxygens and position of the proton during the final steps of the dynamics: BO approximation with $M_{\mathrm{O}^{+}}=M_{\mathrm{O}^{-}}=16$ a.m.u. (blue lines), BO approximation adding the proton mass $M_{\mathrm{H}}=1$ a.m.u. to the mass of $M_{\mathrm{O}^{-}}$(red lines), the BO approximation corrected by the position-dependent dressed mass (orange lines), and Ehrenfest dynamics (black lines). When position-dependent mass corrections are included in the BO approximation, the dynamics approaches reference results (Ehrenfest) that explicitly take into account nonadiabatic effects. As expected, the mass corrections yield a slower evolution than BO dynamics with bare oxygen masses.
$(\mathrm{BO}+\mathrm{M})$. The two sets of calculations are compared with Ehrenfest dynamics, where nonadiabatic effects are included explicitly. Ehrenfest-type simulations, being explicitly nonadiabatic, require calculations of excited-state quantities, limiting not only the size of the accessible systems but also the time scales. $\mathrm{BO}+\mathrm{M}$ calculations, based on the perturbation to the ground state, are instead easily affordable. The distance of the oxygens is plotted along with the mean position of the proton at the final steps of the dynamics. The masses are $\mathrm{M}_{\mathrm{O}^{+}}=\mathrm{M}_{\mathrm{O}^{-}}=16$ a.m.u. and $\mathrm{M}_{\mathrm{H}^{+}}=1$ a.m.u. In Fig. 6, it is shown that the c.m. of the system is perfectly fixed when position-dependent masses are employed, in contrast to the BO approximation. BO dynamics is faster than the Ehrenfest dynamics because the heavy atoms only have the bare nuclear mass. We have tested an ad hoc correction to the mass of the oxygen $\mathrm{O}^{-}$, i.e., $\mathrm{M}_{\mathrm{O}^{-}}=17$ a.m.u. This improves the conservation of the c.m. but does not fix it completely. Changing $\mathrm{M}_{\mathrm{O}^{-}}$to 17 a.m.u. improves the result, but only including the position-dependent dressed mass leads to a systematic convergence to the Ehrenfest results. We have further compared the error with respect to Ehrenfest dynamics, of BO and $\mathrm{BO}+\mathrm{M}$ dynamics, as a function of the inverse mass ratio $\mu^{-4}=M_{\mathrm{O}} / M_{\mathrm{H}^{+}}$. This is shown in Fig. 7 as the root-mean-square deviation (RMSD) computed on the $\mathrm{O}-\mathrm{O}$ distance along the trajectory with respect to the reference Ehrenfest trajectory. The position-dependent dressed mass greatly improves the precision of the dynamics even at small values of $\mu^{-4}(=4$ is the smallest value used) and leads to an error 4 orders of magnitude smaller than BO at large mass ratios. While at the physical value of the mass ratio, i.e., $\mu^{-4}=16$, the population of the vibrational ground state along the Ehrenfest dynamics never decreases below 0.95 , it reaches values as small as 0.8 for


FIG. 6. Position of the c.m. as a function of time. The color code is the same as that used in Fig. 5. Here, we show how the position of the center of mass is fixed when the position-dependent mass corrections are included in the BO approximation.


FIG. 7. Root-mean-squared deviations of the $\mathrm{O}-\mathrm{O}$ distance between Ehrenfest results and the BO approximation (black) or the BO approximation corrected by the position-dependent dressed mass (red). The results are shown as functions of the inverse mass ratio $\mu^{-4}$. The comparison shows that orders of magnitude in accuracy are gained with respect to the BO approximation, when the position-dependent mass correction is taken into account.
$\mu^{-4}=4$. In this latter situation, nonadiabatic effects become substantial, but they are correctly captured by the $\mathrm{BO}+\mathrm{M}$.

Compared to Ehrenfest dynamics, the BO +M dynamics is much less computationally expensive, having a cost similar to the BO dynamics itself. Also, when interested in calculating electronic current densities induced by nuclear motion in molecules, an approach that takes into account excited-state effects is required to actually observe (in the simulation) a nonzero current [23,31]. The Ehrenfest approach is indeed suitable for such calculations, provided that all electronic excited states are accessible. The $\mathrm{BO}+\mathrm{M}$ would indeed be preferred, as it yields (i) the correct electronic current density (employing the NVPT idea) and (ii) a correct description of the electronic effect on nuclear dynamics (via the $\mathcal{A}$ matrix), without the need for explicitly including all excited states, which might not be easy to compute anyway.
The proposed Hamiltonian formulation allows for a full quantum treatment of the nuclear dynamics: It maintains the simplicity of the BO approximation, making calculations of large systems feasible; at the same time, it gains accuracy.

To illustrate this, we have computed the four lowest eigenstates of the full quantum Hamiltonian at different values of $\mu^{-4}$. The diagonalization of the full Hamiltonian is compared to three approximations: $\mathrm{BO}, \mathrm{BO}+\mathrm{DBOC}$, and $\mathrm{BO}+\mathrm{DBOC}+\mathrm{M}$ (where we also include the position-dependent correction). Figure 8 shows the error on the eigenvalues (the exact lowest eigenvalue is $-4127.08527 \mathrm{~cm}^{-1}$ at $\mathrm{M}_{\mathrm{O}^{+}}=\mathrm{M}_{\mathrm{O}^{-}}=16$ a.m.u.). At small


FIG. 8. Error between the four lowest eigenvalues of the full Hamiltonian and the BO approximation (solid lines with circles); the BO approximation corrected by adding the diagonal BO correction, $\mathrm{BO}+\mathrm{DBOC}$ (dashed lines with crosses); and the BO approximation corrected by adding the diagonal BO correction and the position-dependent mass, $\mathrm{BO}+\mathrm{DBOC}+\mathrm{M}$ (dotted lines with squares). The results are shown as functions of the inverse mass ratio $\mu^{-4}$. As in Fig. 7, high precision is achieved when position-dependent mass corrections are taken into account.
$\mu^{-4}$, the BO approximation is expected to fail: The mass corrections allow us to gain 1 order of magnitude in the eigenvalues, even if compared to the case where the DBOC is included. Overall, in the static situation, the mass correction also leads to highly accurate results. At a mass ratio $\mu^{-4}=1600$, an accuracy on the eigenvalues of about $10^{-5} \mathrm{~cm}^{-1}$ is reached, whereas it is only $0.5 \mathrm{~cm}^{-1}$ using the BO approximation. However, such an important gain of accuracy keeps the same favorable scaling and reduction of complexity as BO with respect to a full nonadiabatic treatment.

## B. Molecules: $\mathrm{H}_{2}, \mathrm{H}_{2} \mathrm{O}, \mathrm{NH}_{3}, \mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{CH}_{4}, \mathrm{CH}_{3} \mathrm{OH}$

The major numerical result of this work is the possibility of computing from first principles the $\mathcal{A}$ matrix, a positiondependent mass correction to add to the bare nuclear masses in order to account for nonadiabatic effects. These position-dependent mass corrections were computed at the DFT level using analytical perturbation theory. The accuracy of DFT for this type of calculation can be asserted from the rotational $g$ factors whose computation requires many similar terms. It has been shown that at equilibrium geometries, DFT gives very accurate results for the rotational $g$ factors [47]. For the smaller molecules, $\mathrm{H}_{2}$ and
$\mathrm{H}_{2} \mathrm{O}$, the results presented here are an improvement on the only available data in the literature [4] obtained at the selfconsistent field (SCF) level with single excitations for excited states and numerical derivatives.

Once the $\mathcal{A}$ matrix is accessible, properties such as, but not limited to, corrections to harmonic vibrational frequencies can be determined. Therefore, we show in Tables I and II the $\mathcal{A}$ matrix for the molecules $\mathrm{H}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$, verifying the sum rule (17).

For larger molecules, the optimized geometries are listed in Appendix G 2, whereas the $\mathcal{A}$ matrix will be reported in Appendix H for readability reasons. A few comments can be made about these results. First, it appears that these matrices have significant off-diagonal contributions. The electrons give rise to inertial coupling between the nuclear motions that should not be neglected if we are aiming at high-accuracy molecular spectra. These off-diagonal terms are also rather long range in $\mathrm{CH}_{3} \mathrm{OH}$, as inertial coupling is found between the $\mathrm{H}(\mathrm{C})$ and O or even $\mathrm{H}(\mathrm{O})$ (see Table VI). Nevertheless, if we inspect the diagonal terms for the hydrogen atoms, we observe from $\mathrm{H}_{3} \mathrm{O}^{+}$and $\mathrm{H}_{2} \mathrm{O}$, to $\mathrm{NH}_{3}$, and then $\mathrm{CH}_{4}$ or $\mathrm{CH}_{3} \mathrm{OH}$ a clear correlation with the electronegativity of the atom it is bonded to. While hydrogens bonded to O have an additional mass of about one half electron, the signature of the ionicity of the OH bond, it is nearly one full electron mass in the case of CH bonds.

TABLE I. Elements of the symmetric $\mathcal{A}$ matrix for the $\mathrm{H}_{2}$ molecule at its equilibrium geometry, with the $\mathrm{H}-\mathrm{H}$ bond length set to $0.743 \AA$ and oriented along the $z$ axis. The sum rule (17) yields $(1.998,1.998,1.998)$ for $i, j=x x, y y, z z$, as the system contains two electrons.

|  | Hydrogen 1 |  | Hydrogen 2 |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Hydrogen 1 | 0.553 |  |  | 0.446 |  |  |
|  |  | 0.553 |  |  | 0.446 |  |
| Hydrogen 2 |  |  | 0.868 |  |  | 0.131 |
|  |  |  |  | 0.553 |  |  |
|  |  |  |  |  | 0.553 |  |

In order to illustrate the effect of these positiondependent mass corrections on the vibrational frequencies, in Table III, we further report the values of the nonadiabatic corrections derived from the $\mathcal{A}$ matrix on vibrational frequencies for all molecules listed above. The corrected frequencies $\nu+\Delta \nu$ have been computed by diagonalizing the matrix $\left[\underline{\mathcal{M}}^{-1}\left(\mathbf{R}_{0}\right) \underline{\underline{K}}\left(\mathbf{R}_{0}\right)\right]$ at the equilibrium geometry $\mathbf{R}_{0}$, where $\overline{\underline{K}}$ is the Hessian computed from the groundstate adiabatic potential energy surface. Negative frequency shifts will be computed: Nonadiabatic effects perturbing the ground-state dynamics tend to induce excitations of the light particles, and the energy necessary for the transition is "removed" from the heavy particles. Comparison with other theoretical predictions from the literature, when available, shows that the theory is capable of predicting accurate nonadiabatic corrections, even if working within the harmonic approximation (concerning the vibrational analysis) and with the generalized gradient approximation to DFT. Reference results [4] are determined at the SCF level, with excited states considered within a singleexcitation CI approach and with an accurate quantummechanical calculation of anharmonic frequencies with the nuclear Hamiltonian.

What the approach developed in this study contributes to the field is the possibility of easily extending the numerical applications beyond di- and triatomic molecules [17-21,48]. To prove this, we provide the first predictions to the nonadiabatic corrections of vibrational frequencies of $\mathrm{NH}_{3}, \mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{CH}_{4}$, and $\mathrm{CH}_{3} \mathrm{OH}$. It can be seen that the shifts of the $\mathrm{N}-\mathrm{H}$ stretch frequencies of $\mathrm{NH}_{3}$ are larger than those of the $\mathrm{O}-\mathrm{H}$ stretch frequencies of $\mathrm{H}_{3} \mathrm{O}^{+}$, due to the fact that the $\mathrm{N}-\mathrm{H}$ bonds are less ionic; as a result, the mass carried by the protons is larger in $\mathrm{NH}_{3}$ than in $\mathrm{H}_{3} \mathrm{O}^{+}$as observed above. The inertial coupling through the electronic motion also gives rise to different corrections for each vibrational mode. In particular, we observe that the stretch is more affected than bending. From these harmonic frequency shifts, it can be seen that correctly taking into account the electronic mass can lead to shifts of about $1 \mathrm{~cm}^{-1}$. The mass matrices reported here should now allow for very accurate computations of molecular spectra.

TABLE II. The $\mathcal{A}$ matrix for the molecule $\mathrm{H}_{2} \mathrm{O}$ at the equilibrium geometry $\left[r_{O H}=97.2 \mathrm{pm}\right.$ and $\left.\angle(\mathrm{HOH})=104.5^{\circ}\right]$. The sum rule (17) yields (10.0004, 9.9997, 9.9999) for $i, j=x x, y y, z z$, as the system contains 10 electrons.

| $\mathcal{A}$ | Oxygen |  | Hydrogen 1 |  |  | Hydrogen 2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Oxygen | 8.0054 |  | 0.3122 |  |  | 0.3122 |  |  |
|  |  |  |  | 0.0796 | 0.1302 |  | 0.0796 | -0.1302 |
|  |  | 7.8025 |  | 0.2799 | 0.2585 |  | -0.2799 | 0.2585 |
| Hydrogen 1 |  |  | 0.3365 |  |  | 0.0366 |  |  |
|  |  |  |  | 0.6718 | -0.2802 |  | 0.0187 | -0.0842 |
|  |  |  |  |  | 0.5383 |  | 0.0842 | 0.0435 |
| Hydrogen 2 |  |  |  |  |  | 0.3365 |  |  |
|  |  |  |  |  |  |  | 0.6718 | 0.2802 |
|  |  |  |  |  |  |  |  | 0.5383 |

TABLE III. Harmonic frequencies $\nu$ (in $\mathrm{cm}^{-1}$ ) and their nonadiabatic corrections $\Delta \nu$. Benchmark values are taken from Ref. [4] when indicated. They have been calculated using a SCF approach for the ground state and including the nonadiabatic corrections in a singleexcitation CI framework. Differences are observed in the predicted frequencies ( $\nu$ ), which might be ascribed to the use of a different electronic structure approach and to the fact that in Ref. [4] the diagonal BO correction term has been included in the calculation of the ground-state potential for the vibrational analysis.

| Molecule | $\mathrm{H}_{2}$ | $\mathrm{H}_{2}[4]$ | $\mathrm{H}_{2} \mathrm{O}$ |  | $\mathrm{H}_{2} \mathrm{O}[4]$ | $\mathrm{NH}_{3}$ | $\mathrm{H}_{3} \mathrm{O}^{+}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |

## C. Methods

In the static calculations of the $\mathrm{O}-\mathrm{H}-\mathrm{O}$ model, the eigenvalues of the full Hamiltonian are determined using a Gaussian quadrature method with 20 points for $R$ (the $\mathrm{O}-\mathrm{O}$ distance) and 34 for $r$ (the position of the proton from the center of the $\mathrm{O}-\mathrm{O}$ bond). In the dynamics, we use the three coordinates, i.e., $R_{\mathrm{O}^{+}}, R_{\mathrm{O}^{-}}$, and $r=r_{\mathrm{H}}$, in order to test the conservation of the position of the c.m.. The velocity-Verlet algorithm is used to integrate the classical nuclear equations, with a time step of 1 fs ; the Crank-Nicolson [49] algorithm for the proton (quantum) equation in Ehrenfest dynamics, with a time step of $10^{-4}$ fs; the Euler algorithm with a time step of 0.0625 fs for $\mathrm{BO}+\mathrm{M}$ calculations, where the force depends on the velocity. For the vibrational spectra, the $\mathcal{A}$ matrix has been computed using density functional perturbation theory $[23,25,50]$, and it has been checked that the sum rule of Eq. (18) is satisfied. The numerical scheme has been implemented in the electronic structure package CPMD [51]. Calculations have been performed using Troullier-Martins [52] pseudopotentials in the Becke-Lee-Yang-Parr [53,54] (BLYP) approximation of the exchange-correlation kernel. The equilibrium molecular geometry is determined at the BLYP level, employing the aug-cc-pVTZ basis set [55] in the Gaussian electronic structure program [56].

## V. CONCLUSIONS

This work provides a rigorous theory to include the effect of light-particle motion on heavy-particle dynamics in molecules, within the adiabatic framework. The theory derived in this work has been developed by referring to coupled electron-nuclear systems, and we will adopt such an electron-nuclear perspective in the following discussion as well. However, we stress once again that the theory can
be straightforwardly applied to a more general situation, as proven by the numerical study of Sec. IV A.

Nuclear masses are dressed by position-dependent corrections that are purely electronic quantities and a consequence of the fact that electrons do not rigidly follow the motion of the nuclei. Various applications are discussed, yielding, in all cases, striking agreement with the benchmarks, either exact or highly accurate quantum-mechanical calculations. The idea of perturbatively including nonadiabatic electronic effects on the nuclear motion has been introduced previously [ $2,5,17,23,26,31$ ], mainly as a tool to resolve some of the issues encountered in the context of theoretical vibrational spectroscopy when working in the BO approximation. Similarly, the idea of accounting for corrections to the nuclear masses has been proposed [2,5,12,13,57] to cure some fundamental inconsistencies of the BO treatment. The novelty of the present study is thus to be found in the overall picture that our work conveys: The theory is developed based on a rigorous starting point, the exact factorization of the molecular wave function; the perturbation treatment is justified in terms of the electron-nuclear mass ratio, as in the seminal paper of Born and Oppenheimer; the algebraic procedure is very simple, easily allowing for applications not restricted to di- and triatomic molecules; the proposed numerical scheme requires standard electronic structure calculations to determine the mass corrections, as the expressions of such corrections are explicitly given in terms of electronic properties. We expect that the theory will be able to provide solid information to predict and interpret highly accurate spectroscopy experiments in a large class of molecular systems.

Conceptually, we have resolved a well-known [58] fundamental inconsistency of the BO approximation. In a translationally invariant problem, the center of mass moves as a free particle with mass that equals the total mass of the
systems, i.e., nuclei and electrons, not only the nuclear mass. This feature is naturally built in the theory and corrects for a deficiency of the BO approximation, providing exactly the missing mass of the electrons. From a more practical point of view, our approach is very general and can be applied whenever a "factorization" of the underlying physical problem is possible, e.g., in the case of proton and oxygen atoms or in the case of electrons and nuclei.

Further applications are indeed envisaged since the perturbative incorporation of nonadiabatic effects greatly reduces the complexity of the fully coupled problem. For instance, the approximations can be applied to nuclear wave-packet methods for the calculation of highly accurate vibrational spectra beyond the BO approximation. The position-dependent mass is also shown to be related to the ionicity of the bonds and may serve as a proxy to access electronic properties.
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## APPENDIX A: ADIABATIC LIMIT OF THE EXACT FACTORIZATION

In this section, we argue that (i) the correct scaling of the time variable is $\mu^{2}$, when the parameter $\mu^{4}$ is used to scale the nuclear mass $M_{\nu}$, and (ii) the term in the electronnuclear coupling operator of Eq. (2) containing the nuclear wave function scales with $\mu^{2}$ as well.

Statement (i) is obtained by taking the large mass limit, or small $\mu^{4}$ limit, as in Ref. [38]. In this situation, the dynamics of the heavy nuclei becomes semiclassical, and our scaling argument will make the nuclear kinetic energy tend towards a constant. In the classical limit, it is easy to see that at different values of $\mu^{4}$ the trajectories of the nuclei can be superimposed if the physical time $s$ is rescaled to a common time $t=\mu^{2} s$ [27]. At each configuration $\underline{R}(s)$ along the dynamics, the scaling of the time variable has the effect of yielding a kinetic energy that is a constant of $\mu^{4}$. In other words, the velocities $\underline{V}(s)$ scale as $\mu^{-2}$. Notice that this is possible because we do not scale the positions with $\mu^{4}$, and therefore, the potential energy is not affected by the scaling. Using the common rescaled time $t$ to describe the nuclear trajectory, it then becomes possible to make a convergence statement about the nuclear dynamics.

Following Ref. [38], the nuclear wave packet can be considered to be a Gaussian wave packet localized at the position $\underline{R}(t)$, with momentum $\underline{P}(t)$ :

$$
\begin{align*}
\chi(\underline{R}, t)= & \pi^{-3 N_{n} / 4} \mu^{-3 N_{n} / 2}(\operatorname{det} \underline{\underline{\sigma}}(t))^{1 / 4} \\
& \times e^{\left.\left\{-\left[(\underline{R}-\underline{R}(t))^{T} \underline{\sigma}(t)(\underline{R}-\underline{R}(t))\right] / 2 \mu^{2}\right\}+(i / \hbar)\left\{[\underline{P}(t)] / \mu^{2}\right\} \cdot(\underline{R}-\underline{R}(t))\right]}, \tag{A1}
\end{align*}
$$

with $\underline{\underline{\sigma}}(t)$ a $\left(3 N_{n} \times 3 N_{n}\right)$ symmetric matrix yielding the spatial extension of the wave packet. Notice here that both the amplitude and phase of the nuclear wave function are assumed to depend on $\mu^{4}$, and this dependence is inserted as $\mu^{-2}$ in the real and in the complex exponents. From this expression, we see that statement (ii) holds: $-i \hbar \nabla_{\nu} \chi / \chi$ scales as $\mu^{-2}$; thus, $\boldsymbol{\lambda}_{\nu}(\mathbf{R}, t)=\mu^{2}\left\{\left[-i \hbar \nabla_{\nu} \chi(\mathbf{R}, t)\right] / \chi(\mathbf{R}, t)\right\}$ tends towards a quantity independent of $\mu$.

## APPENDIX B: NUCLEAR VELOCITY PERTURBATION THEORY

In this section, we show the relation between the $\mu^{4}$ expansion proposed in the paper and the nuclear velocity perturbation theory (NVPT) of Ref. [23]. We recall here the definition of $\boldsymbol{\lambda}_{\nu}^{\prime}(\mathbf{R}, t)$,

$$
\begin{align*}
\boldsymbol{\lambda}_{\nu}^{\prime}(\mathbf{R}, t) & =\frac{1}{M_{\nu}}\left(\mu^{2} \frac{-i \hbar \nabla_{\nu} \chi(\mathbf{R}, t)}{\chi(\mathbf{R}, t)}+\mu^{2} \mathbf{A}_{\nu}(\mathbf{R}, t)\right)  \tag{B1}\\
& =\frac{1}{M_{\nu}}\left(\boldsymbol{\lambda}_{\nu}(\mathbf{R}, t)+\mu^{2} \mathbf{A}_{\nu}(\mathbf{R}, t)\right) \tag{B2}
\end{align*}
$$

In the framework of NVPT, we have used $\lambda_{\nu}(\mathbf{R}, t) / M_{\nu}$ as the perturbation parameter that controls the degree of nonadiabaticity of the problem. The electronic equation (7) can be written using $\lambda_{\nu}^{\prime}(\mathbf{R}, t)$ as

$$
\begin{align*}
& {\left[\hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\right]\left(\varphi_{\mathbf{R}}^{(0)}(\mathbf{r})+\mu^{2} \Phi_{\mathbf{R}}^{(1)}(\mathbf{r}, t)\right)} \\
& \quad=\mu^{2} \sum_{\nu=1}^{N_{n}} \boldsymbol{\lambda}_{\nu}^{\prime}(\mathbf{R}, t) \cdot\left[i \hbar \nabla_{\nu}+\mathbf{A}_{\nu}(\mathbf{R}, t)\right] \varphi_{\mathbf{R}}^{(0)}(\mathbf{r}) . \tag{B3}
\end{align*}
$$

Also, as will be proved in Appendix C, the TDVP is itself $\mathcal{O}\left(\mu^{2}\right)$; thus, it will be neglected from the term in square brackets on the right-hand side. If we solve this equation order by order, Eqs. (8) and (9) are easily obtained. In particular, we recall here Eq. (9) whose solution yields $\Phi_{\mathbf{R}}^{(1)}(\mathbf{r}, t)$,

$$
\begin{align*}
& {\left[\hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\right] \Phi_{\mathbf{R}}^{(1)}(\mathbf{r}, t)} \\
& \quad=i \sum_{\nu=1}^{N_{n}} \lambda_{\nu}^{\prime}(\mathbf{R}, t) \cdot\left(\hbar \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r})\right) . \tag{B4}
\end{align*}
$$

We have assumed that $\lambda_{\nu}^{\prime}(\mathbf{R}, t)$ is small because of its dependence on $\mu^{2}$, the small parameter adopted in the perturbation approach. The correction $\Phi_{\mathbf{R}}^{(1)}(\mathbf{r}, t)$ to the electronic wave function can therefore be computed directly by inverting Eq. (B4) if $\lambda_{\nu}^{\prime}(\mathbf{R}, t)$ itself is known. Moreover, the "resolution" of the perturbation in terms of $N_{n}$ (nuclear) contributions is somehow missing, which would make the numerical computation straightforward. To this end, we use below the same derivation proposed in Ref. [23], but we replace the small parameter used there,
i.e., $\lambda_{\nu}(\mathbf{R}, t) / M_{\nu}$, with the parameter introduced in this work, i.e., $\boldsymbol{\lambda}_{\nu}^{\prime}(\mathbf{R}, t)$ : We assume that $\boldsymbol{\lambda}_{\nu}^{\prime}(\mathbf{R}, t)$ is itself a small quantity. The formal derivation is exactly the same as in Ref. [23], but the final result reported in Eq. (B9) will allow us to (i) decompose $\Phi_{\mathbf{R}}^{(1)}(\mathbf{r}, t)$ as a sum of $N_{n}$ independent contributions and (ii) compute each contribution without explicit knowledge of $\lambda_{\nu}^{\prime}(\mathbf{R}, t)$.

We start from the electronic Hamiltonian of the form used in Ref. [23], replacing $\lambda_{\nu}(\mathbf{R}, t) / M_{\nu}$ with $\lambda_{\nu}^{\prime}(\mathbf{R}, t)$,

$$
\begin{equation*}
\hat{H}_{\mathrm{el}}=\hat{H}_{\mathrm{BO}}+\sum_{\nu=1}^{N_{n}} \lambda_{\nu}^{\prime}(\mathbf{R}, t) \cdot\left(-i \hbar \nabla_{\nu}\right) \tag{B5}
\end{equation*}
$$

and we have solved it perturbatively, using $\hat{H}_{\mathrm{BO}}$ as the unperturbed Hamiltonian. It is clear, as stated above, that $\lambda_{\nu}^{\prime}(\mathbf{R}, t)$ is the small parameter that controls the strength of the perturbation and that $-i \hbar \nabla_{\nu}$ is the (nonadiabatic) perturbation. We have looked for the eigenstates of $\hat{H}_{\text {el }}$ in the form

$$
\begin{align*}
\Phi_{\mathbf{R}}(\mathbf{r}, t)= & \varphi_{\mathbf{R}}^{(0)}(\mathbf{r})+\sum_{e \neq 0} \frac{\left\langle\varphi_{\mathbf{R}}^{(e)} \mid-i \hbar \sum_{\nu} \lambda_{\nu}^{\prime}(\mathbf{R}, t) \cdot \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}}}{\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})-\epsilon_{\mathrm{BO}}^{(e)}(\mathbf{R})} \\
& \times \varphi_{\mathbf{R}}^{(e)}(\mathbf{r}) \tag{B6}
\end{align*}
$$

as straightforwardly follows from the application of standard time-independent perturbation theory. The first-order perturbation to the BO ground state can be written as

$$
\begin{equation*}
i \boldsymbol{\varphi}_{\mathbf{R}, \nu}^{(1)}(\mathbf{r})=i \sum_{e \neq 0} \frac{\mathbf{d}_{\nu, e 0}(\mathbf{R})}{\omega_{e 0}(\mathbf{R})} \varphi_{\mathbf{R}}^{(e)}(\mathbf{r}) \tag{B7}
\end{equation*}
$$

with $\quad \omega_{e 0}(\mathbf{R})=\left[\epsilon_{\mathrm{BO}}^{(e)}(\mathbf{R})-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\right] / \hbar \quad$ and $\quad \mathbf{d}_{\nu, e 0}(\mathbf{R})=$ $\left\langle\varphi_{\mathbf{R}}^{(e)} \mid \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}}$, the nonadiabatic coupling vectors. This leads to a new expression of $\Phi_{\mathbf{R}}(\mathbf{r}, t)$,

$$
\begin{equation*}
\Phi_{\mathbf{R}}(\mathbf{r}, t)=\varphi_{\mathbf{R}}^{(0)}(\mathbf{r})+i \sum_{\nu=1}^{N_{n}} \lambda_{\nu}^{\prime}(\mathbf{R}, t) \cdot \boldsymbol{\varphi}_{\mathbf{R}}^{(1)}(\mathbf{r}) \tag{B8}
\end{equation*}
$$

which is exactly Eq. (11) when setting $\mu^{2}=1$, to obtain the physical nuclear mass.

In the framework of NVPT, the perturbation parameter has been interpreted classically as the nuclear velocity [23,33,59]. It is worth mentioning here that, when performing a numerical simulation, such dependence on the nuclear velocity shall also be correctly accounted for in the preparation of the initial electronic state. When using NVPT to perform the calculations, the electronic evolution is not explicit, in the sense that at each time the electronic wave function is simply reconstructed using ground-state properties that are then inserted in Eq. (B8). However, when NVPT results are (or can be) compared with quantum-mechanical fully nonadiabatic results, the initial
electronic state cannot be simply prepared in the ground state, unless the initial nuclear velocity is zero. If this is not the case, then the first-order contribution in Eq. (B8), proportional to the finite value of the initial nuclear velocity, has to be included in the initial condition. Then, NVPT and nonadiabatic results can be directly compared, as the same initial conditions are used in both.

Equating the first-order corrections to the BO eigenstate, from the $\mu^{4}$ and the $\lambda_{\nu}^{\prime}(\mathbf{R}, t)$ expansion, yields

$$
\begin{equation*}
\Phi_{\mathbf{R}}^{(1)}(\mathbf{r}, t)=i \sum_{\nu=1}^{N_{n}} \lambda_{\nu}^{\prime}(\mathbf{R}, t) \cdot \boldsymbol{\varphi}_{\mathbf{R}}^{(1)}(\mathbf{r}) \tag{B9}
\end{equation*}
$$

The comparison between the $\mu^{4}$ expansion and NVPT allows us, first of all, to derive an explicit expression of $\boldsymbol{\varphi}_{\mathbf{R}}^{(1)}(\mathbf{r})$ as given in Eq. (B7) and, second, to decompose the perturbed state as a sum of independent (linear) responses to the nonadiabatic perturbations, thus leading to

$$
\begin{equation*}
\left[\hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\right] \varphi_{\mathbf{R}, \nu \alpha}^{(1)}(\mathbf{r})=\hbar \partial_{\nu \alpha} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r}) \tag{B10}
\end{equation*}
$$

As above, the index $\nu$ is used to label the nuclei, and $\alpha$ labels the Cartesian components of the gradient. This equation can now be easily solved by employing density functional perturbation theory as described in Ref. [23].

## APPENDIX C: ANALYSIS OF THE PERTURBATION PARAMETER

The TDVP, defined in Eq. (3), is written using Eq. (11) as

$$
\begin{align*}
\mathbf{A}_{\nu}(\mathbf{R}, t)= & \left\langle\varphi_{\mathbf{R}}^{(0)}+i \mu^{2} \sum_{\nu^{\prime}=1}^{N_{n}} \lambda_{\nu^{\prime}}^{\prime}(\mathbf{R}, t) \cdot \boldsymbol{\varphi}_{\mathbf{R}, \nu^{\prime}}^{(1)}\right| \\
& \left.-i \hbar \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}+\mu^{2} \hbar \nabla_{\nu} \sum_{\nu^{\prime}=1}^{N_{n}} \lambda_{\nu^{\prime}}^{\prime}(\mathbf{R}, t) \cdot \boldsymbol{\varphi}_{\mathbf{R}, \nu^{\prime}}^{(1)}\right\rangle_{\mathbf{r}} . \tag{C1}
\end{align*}
$$

Up to within the linear order in $\mu^{2}$ [or, more precisely, $\left.\mu^{2} \lambda_{\nu^{\prime}}^{\prime}(\mathbf{R}, t)\right]$, this expression is
$\mathbf{A}_{\nu}(\mathbf{R}, t)=-2 \hbar \mu^{2} \int d \mathbf{r} \sum_{\nu^{\prime}=1}^{N_{n}}\left[\lambda_{\nu^{\prime}}^{\prime}(\mathbf{R}, t) \cdot \varphi_{\mathbf{R}, \nu^{\prime}}^{(1)}(\mathbf{r})\right] \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r})$,
where we can use Eq. (B10) to identify the $\mathcal{A}$ matrix,

$$
\begin{equation*}
\underline{\underline{\mathcal{A}}}(\mathbf{R})=2\left\langle\underline{\varphi}_{\mathbf{R}}^{(1)}\right| \hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\left|\underline{\underline{\varphi}}_{\mathbf{R}}^{(1)}\right\rangle_{\mathbf{r}} . \tag{C3}
\end{equation*}
$$

We derive the following expression of the TDVP, namely,

$$
\begin{equation*}
\underline{A}(\mathbf{R}, t)=-\mu^{2} \underline{\underline{\mathcal{A}}}(\mathbf{R}) \underline{\lambda}^{\prime}(\mathbf{R}, t) . \tag{C4}
\end{equation*}
$$

Once again, we keep the term $\mathcal{O}\left(\mu^{2}\right)$ in $\underline{\lambda}^{\prime}$, but we show below how it will be included in the definition of the small parameter $\underline{\lambda}$. Here, $\underline{\underline{\mathcal{A}}}(\mathbf{R})$ is a matrix, thus the doubleunderlined notation, with $\left(3 N_{n} \times 3 N_{n}\right)$ elements, whereas $\underline{\varphi}_{\mathbf{R}}^{(1)}(\mathbf{r})$ is a vector with $\left(3 N_{n}\right)$ components (and each component is a function of $3 N_{e}$ electronic coordinates, $\mathbf{r}$, with parametric dependence on $3 N_{n}$ nuclear coordinates, $\mathbf{R})$. We have also written the TDVP and the parameter in matrix notation, with $\underline{A}(\mathbf{R}, t)$ and $\underline{\lambda}^{\prime}(\mathbf{R}, t) \quad\left(3 N_{n}\right)$ dimensional vectors. The elements of the $\mathcal{A}$ matrix are

$$
\begin{equation*}
\mathcal{A}_{\nu^{\prime} \nu}^{i j}(\mathbf{R})=\left\langle\varphi_{\mathbf{R}, \nu^{\prime} i}^{(1)}\right| \hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\left|\varphi_{\mathbf{R}, \nu j}^{(1)}\right\rangle_{\mathbf{r}} \tag{C5}
\end{equation*}
$$

with $i, j$ labeling the Cartesian components and $\nu^{\prime}, \nu$ the nuclei. When using Eq. (B7), the elements of the $\mathcal{A}$ matrix can be written in terms of the nonadiabatic coupling vectors and of the BO eigenvalues as

$$
\begin{equation*}
\mathcal{A}_{\nu^{\prime} \nu}^{i j}(\mathbf{R})=2 \hbar \sum_{e \neq 0} \frac{d_{\nu^{\prime} i, e 0}(\mathbf{R}) d_{\nu j, e 0}(\mathbf{R})}{\omega_{e 0}(\mathbf{R})} \tag{C6}
\end{equation*}
$$

from which it follows that the $\mathcal{A}$ matrix is symmetric. The $\mathcal{A}$ matrix is also positive definite (i.e., for all nonzero real vectors $\underline{v}$, the relation $\underline{v}^{T} \underline{\underline{\mathcal{A}}} \underline{v} \geq 0$ holds) with non-negative diagonal elements, i.e.,

$$
\begin{equation*}
\mathcal{A}_{\nu \nu}^{i i}(\mathbf{R})=2 \hbar \sum_{e \neq 0} \frac{\left|\mathbf{d}_{\nu i, e 0}(\mathbf{R})\right|^{2}}{\omega_{e 0}(\mathbf{R})} \geq 0 \tag{C7}
\end{equation*}
$$

This property is essential for the interpretation of the $\mathcal{A}$ matrix as a position-dependent mass correction. The components of the TDVP can be expressed in terms of the components of the $\mathcal{A}$ matrix,

$$
\begin{equation*}
A_{\nu i}(\mathbf{R}, t)=-\mu^{2} \sum_{\nu^{\prime}=1}^{N_{n}} \sum_{j=x, y, z} \mathcal{A}_{\nu \nu^{\prime}}^{i j}(\mathbf{R}) \lambda_{\nu^{\prime} j}^{\prime}(\mathbf{R}, t) . \tag{C8}
\end{equation*}
$$

This expression is used in the definition of the parameter $\lambda_{\nu i}^{\prime}(\mathbf{R}, t)$, given in Eq. (B1),

$$
\begin{align*}
\lambda_{\nu i}^{\prime}(\mathbf{R}, t)= & M_{\nu}^{-1} \lambda_{\nu i}(\mathbf{R}, t) \\
& -\mu^{4} M_{\nu}^{-1} \sum_{\nu^{\prime}, j} \mathcal{A}_{\nu \nu^{\prime}}^{i j}(\mathbf{R}) \lambda_{\nu^{\prime} j}^{\prime}(\mathbf{R}, t) \tag{C9}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda_{\nu i}(\mathbf{R}, t)=\mu^{2} \frac{-i \hbar \partial_{\nu i} \chi(\mathbf{R}, t)}{\chi(\mathbf{R}, t)} \tag{C10}
\end{equation*}
$$

which, we recall, tends towards a quantity independent of $\mu$ if $\mu \rightarrow 0$.

Writing Eq. (C9) in matrix form and solving for $\underline{\lambda}(\mathbf{R}, t)$, we obtain
$\underline{\lambda}(\mathbf{R}, t)=\left[\underline{\underline{M}}+\mu^{4} \underline{\underline{\mathcal{A}}}(\mathbf{R})\right] \underline{\lambda}^{\prime}(\mathbf{R}, t)=\underline{\underline{\mathcal{M}}}(\mathbf{R}) \underline{\lambda}^{\prime}(\mathbf{R}, t)$,
where $\underline{\underline{M}}$ is a diagonal $\left(3 N_{n} \times 3 N_{n}\right)$ matrix containing the masses of the nuclei and we have defined a positiondependent mass matrix $\underline{\underline{\mathcal{M}}}(\mathbf{R})$. This equation can be inverted to obtain

$$
\begin{equation*}
\underline{\lambda}^{\prime}(\mathbf{R}, t)=\underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R}) \underline{\lambda}(\mathbf{R}, t) \tag{C12}
\end{equation*}
$$

yielding the TDVP in the form given in Eq. (14),

$$
\begin{equation*}
\underline{A}(\mathbf{R}, t)=-\mu^{2} \underline{\underline{\mathcal{A}}}(\mathbf{R}) \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R}) \underline{\lambda}(\mathbf{R}, t) \tag{C13}
\end{equation*}
$$

with $\mu^{4}=1$, where only $\underline{\lambda}$ appears.
Equation (C8) shows that the TDVP is at least first order in the perturbation parameter, and this is the reason why it is not considered in the definition of the perturbed electronic Hamiltonian in Eq. (B5). Because of the explicit dependence of $\mathbf{A}_{\nu}(\mathbf{R}, t)$ on $\boldsymbol{\lambda}_{\nu}^{\prime}(\mathbf{R}, t)$, which is known via the $\mathcal{A}$ matrix, we have been able to isolate the "actual" small parameter, i.e., $\lambda(\mathbf{R}, t)$. In all expressions, however, we find $\lambda^{\prime}(\mathbf{R}, t)$, the matrix product of $\underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R})$ and $\lambda(\mathbf{R}, t)$, which is a gauge-invariant quantity.

As anticipated in Sec. II E, we now draw connections between the position-dependent mass corrections derived in this work and Refs. [12,13]. Starting from a perturbed Hamiltonian of the type introduced in Ref. [23], namely, where the perturbation is driven by the nuclear velocity, Goldhaber [13] identifies a position-dependent inertia tensor, also discussed there as a metric tensor, exactly as in Eq. (C6). The tensor diverges as the third power of the energy difference between the electronic ground state and the excited states, preventing an adiabaticlike dynamics to drive nuclear motion too close to a region of degeneracy. Somehow different are the numerical results proposed by Kutzelnigg [12]. While the idea of assigning positiondependent mass corrections to the vibrational and rotational nuclear degrees of freedom of a diatomic molecule, i.e., $\mathrm{H}_{2}^{+}$ and $\mathrm{H}_{2}$, is similar to the one presented in this work (by considering the variation of the electronic ground state with respect to the nuclear position), the numerical results are not in accordance with our findings. The reason for this is probably because of the level of electronic structure theory considered in Ref. [12], i.e., LCAO with noninteracting electrons.

## APPENDIX D: NUCLEAR HAMILTONIAN

In this section, we describe the procedure leading to the appearance of the position-dependent mass $\underline{\underline{\mathcal{M}}(\mathbf{R}) \text { in the }}$ nuclear evolution equation (1) of the exact factorization. Taking into account the $\mu^{4}$ scaling, the action of the kinetic energy operator $\hat{\tilde{T}}_{n}=\sum_{\nu} \mu^{4}\left[-i \hbar \nabla_{\nu}+\mathbf{A}_{\nu}\right]^{2} /\left(2 M_{\nu}\right)$ on the nuclear wave function $\chi(\mathbf{R}, t)$ can be written in matrix form as

$$
\begin{equation*}
\hat{\tilde{T}}_{n} \chi=\frac{1}{2}\left[-i \hbar \mu^{2} \underline{\nabla}+\mu^{2} \underline{A}\right]^{T} \underline{\underline{M}}^{-1}\left[-i \hbar \mu^{2} \underline{\nabla}+\mu^{2} \underline{A}\right] \chi . \tag{D1}
\end{equation*}
$$

As discussed previously, the terms $-i \hbar \mu^{2} \nabla$ are $\mathcal{O}(1)$. From Eq. (C13) for the TDVP, the term $\mu^{2} \underline{A}=-\mu^{4} \underline{\mathcal{A}}_{\underline{\mathcal{M}^{-1}}} \underline{\text { is }}$ of order $\mathcal{O}\left(\mu^{4}\right)$. Using expression (C13), we then identify the following terms:

$$
\begin{align*}
& \hat{\tilde{T}}_{n} \chi=\frac{1}{2}\left[\left(-i \hbar \mu^{2} \underline{\nabla}\right)^{T} \underline{\underline{M}}^{-1}\left(\underline{\underline{\mathcal{I}}}-\mu^{4} \underline{\underline{\mathcal{A}}}_{\underline{\mathcal{M}^{-1}}}\right)\left(-i \hbar \mu^{2} \underline{\underline{\nabla}}\right)\right. \\
& -\left(\mu^{4} \underline{\underline{\mathcal{A}}}^{\underline{\mathcal{M}}^{-1}}\right)^{T} \underline{\underline{M}}^{-1} \underline{\underline{\mathcal{M}}}\left(\underline{\underline{\mathcal{M}}}^{-1} \underline{\lambda}\right) \tag{D2}
\end{align*}
$$

In the second term on the right-hand side, we have again used the definition of $\underline{\lambda}$ to write $-i \hbar \mu^{2} \underline{\nabla} \chi=\lambda \chi$, and we have inserted the definition of the identity matrix in the form $\underline{\underline{\mathcal{I}}}=\underline{\underline{\mathcal{M}}}^{-1} \underline{\underline{\mathcal{M}}}$. We recall the expression of the posi-tion-dependent mass matrix, $\underline{\underline{\mathcal{M}}}=\underline{\underline{M}}+\mu^{4} \underline{\underline{\mathcal{A}}}$, leading to the kinetic energy operator in the nuclear Hamiltonian (1),

$$
\begin{align*}
& \hat{\tilde{T}}_{n} \chi=\frac{1}{2}\left(-i \hbar \mu^{2} \underline{\nabla}\right)^{T} \underline{\underline{\mathcal{M}}}^{-1}\left(-i \hbar \mu^{2} \underline{\nabla}\right) \chi \\
& \left.-\frac{1}{2} \mu^{4}\left(\underline{\underline{\mathcal{M}}}^{-1} \underline{\lambda}\right)^{T} \underline{\underline{\mathcal{A}}} \underline{\underline{\mathcal{M}}}^{-1} \underline{\lambda}\right) \chi, \tag{D3}
\end{align*}
$$

where only the position-dependent mass (and mass correction) appears. In the second term on the right-hand side, we have used the property of the $\mathcal{A}$ matrix of being symmetric; thus, $\underline{\mathcal{A}}^{T}=\underline{\underline{\mathcal{A}}}$. It is interesting to note that no approximation has been invoked in deriving Eq. (D3) from Eq. (D1). The second term in Eq. (D3) is $\mathcal{O}\left(\mu^{4}\right)$, and there is no additional contribution of the same order in $\hat{\tilde{T}}_{n}$.

We now turn to the TDPES, $\epsilon(\mathbf{R}, t)$, appearing in the nuclear Hamiltonian from the exact factorization, in Eq. (1). We shall see that in its expansion up to order $\mu^{4}$, a kineticlike contribution, which can be identified as the induced electronic kinetic energy due to the nuclear motion, exactly balances the second term in Eq. (D3).

We first write the expression of $\left\langle\Phi_{\mathbf{R}}(t)\right| \hat{H}_{\mathrm{BO}}\left|\Phi_{\mathbf{R}}(t)\right\rangle_{\mathbf{r}}$ up to terms in $\mu^{4}$, when the electronic wave function is expanded as

$$
\begin{align*}
\Phi_{\mathbf{R}}(\mathbf{r}, t)= & \varphi_{\mathbf{R}}^{(0)}(\mathbf{r})+\mu^{2} \lambda^{\prime}(t) \varphi_{\mathbf{R}}^{(1)}(\mathbf{r}) \\
& +\mu^{4} \lambda^{2}(t) \varphi_{\mathbf{R}}^{(2)}(\mathbf{r}) . \tag{D4}
\end{align*}
$$

Here, we use a simplified notation, also using the property that the only time dependence in the electronic wave function appears via $\lambda_{\nu}^{\prime}(\mathbf{R}, t)$. Using this form of the electronic wave function, we write

$$
\begin{align*}
& \left\langle\Phi_{\mathbf{R}}(t)\right| \hat{H}_{\mathrm{BO}}\left|\Phi_{\mathbf{R}}(t)\right\rangle_{\mathbf{r}} \\
& =\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})+\mu^{4} \lambda^{\prime 2}(t)\left\langle\varphi_{\mathbf{R}}^{(1)}\right| \hat{H}_{\mathrm{BO}}\left|\varphi_{\mathbf{R}}^{(1)}\right\rangle_{\mathbf{r}} \\
& \quad+\mu^{4} \lambda^{\prime 2}(t) \epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\left[\left\langle\varphi_{\mathbf{R}}^{(2)} \mid \varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}}+\left\langle\varphi_{\mathbf{R}}^{(0)} \mid \varphi_{\mathbf{R}}^{(2)}\right\rangle_{\mathbf{r}}\right] \\
& \quad+\mathcal{O}\left(\mu^{6}\right), \tag{D5}
\end{align*}
$$

and, by using the partial normalization condition up to within second order,

$$
\begin{align*}
& \left\langle\varphi_{\mathbf{R}}^{(0)} \mid \varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}}+\mu^{4} \lambda^{2}(t)\left\langle\varphi_{\mathbf{R}}^{(1)} \mid \varphi_{\mathbf{R}}^{(1)}\right\rangle_{\mathbf{r}}+\mu^{4} \lambda^{\prime 2}(t)\left\langle\varphi_{\mathbf{R}}^{(2)} \mid \varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}} \\
& \quad+\mu^{4} \lambda^{\prime 2}(t)\left\langle\varphi_{\mathbf{R}}^{(0)} \mid \varphi_{\mathbf{R}}^{(2)}\right\rangle_{\mathbf{r}}=1, \tag{D6}
\end{align*}
$$

we find

$$
\begin{equation*}
\left\langle\varphi_{\mathbf{R}}^{(2)} \mid \varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}}+\left\langle\varphi_{\mathbf{R}}^{(0)} \mid \varphi_{\mathbf{R}}^{(2)}\right\rangle_{\mathbf{r}}=-\left\langle\varphi_{\mathbf{R}}^{(1)} \mid \varphi_{\mathbf{R}}^{(1)}\right\rangle_{\mathbf{r}} \tag{D7}
\end{equation*}
$$

since the normalization condition is already satisfied at zeroth order. We insert this result in Eq. (D5) to obtain

$$
\begin{align*}
& \left\langle\Phi_{\mathbf{R}}(t)\right| \hat{H}_{\mathrm{BO}}\left|\Phi_{\mathbf{R}}(t)\right\rangle_{\mathbf{r}} \\
& \quad=\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})+\mu^{4} \lambda^{2}(t)\left\langle\varphi_{\mathbf{R}}^{(1)}\right| \hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\left|\varphi_{\mathbf{R}}^{(1)}\right\rangle_{\mathbf{r}} \\
& \quad+\mathcal{O}\left(\mu^{6}\right) . \tag{D8}
\end{align*}
$$

In the second term on the right-hand side, we identify the $\mathcal{A}$ matrix, and we thus write

$$
\begin{align*}
& \left\langle\Phi_{\mathbf{R}}(t)\right| \hat{H}_{\mathrm{BO}}\left|\Phi_{\mathbf{R}}(t)\right\rangle_{\mathbf{r}} \\
& \quad=\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})+\mu^{4} \sum_{\nu, \nu^{\prime}} \sum_{i, j} \frac{1}{2} \lambda_{\nu i}^{\prime}(\mathbf{R}, t) \mathcal{A}_{\nu \nu^{\prime}}^{i j}(\mathbf{R}) \lambda_{\nu^{\prime} j}^{\prime}(\mathbf{R}, t)  \tag{D9}\\
& \quad=\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})+\mu^{4} \frac{1}{2} \underline{\lambda}^{\prime T}(\mathbf{R}, t) \underline{\mathcal{A}}(\mathbf{R}) \underline{\underline{\lambda}}^{\prime}(\mathbf{R}, t), \tag{D10}
\end{align*}
$$

where Eq. (D10) is Eq. (D9) in matrix form. Inserting the expression of $\underline{\lambda}^{\prime}(\mathbf{R}, t)$ in terms of $\underline{\lambda}(\mathbf{R}, t)$ given in Eq. (C12), we can express the second term of Eq. (D10) as

$$
\begin{aligned}
& {\underline{\lambda^{\prime}}}^{\prime T}(\mathbf{R}, t) \underline{\underline{\mathcal{A}}(\mathbf{R}) \underline{\lambda}^{\prime}(\mathbf{R}, t)} \\
& \quad=\left[\underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R}) \underline{\underline{\lambda}}(\mathbf{R}, t)\right]^{T} \underline{\underline{\mathcal{A}}}(\mathbf{R})\left[\underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R}) \underline{\lambda}(\mathbf{R}, t)\right],
\end{aligned}
$$

which exactly cancels the second term on the right-hand side of Eq. (D3).

The TDPES for the nuclei contains a further term of order $\mu^{4}$ [see Eq. (6)] referred to as the diagonal BO correction (DBOC). Altogether, the nuclear Hamiltonian of Eq. (15) is thus derived (setting $\mu^{4}=1$ ),

$$
\begin{equation*}
\hat{H}_{n}=\frac{1}{2}(-i \hbar \underline{\nabla})^{T} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R})(-i \hbar \underline{\nabla})+E(\mathbf{R}) \tag{D11}
\end{equation*}
$$

The potential energy is time independent and contains the BO energy, from the first term in Eq. (D10), and the DBOC, according to

$$
\begin{equation*}
E(\mathbf{R})=\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})+\sum_{\nu=1}^{N_{n}} \frac{\hbar^{2}}{2 M_{\nu}}\left\langle\nabla_{\nu} \varphi_{\mathbf{R}}^{(0)} \mid \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}} \tag{D12}
\end{equation*}
$$

It is worth noting that the first-order contribution to the time-dependent potential $\epsilon(\mathbf{R}, t)$ is zero; thus, only $\epsilon^{(0)}(\mathbf{R})$, the zeroth-order term, appears as potential energy in the nuclear Hamiltonian of Eq. (15). This statement has already been proven in Ref. [23] using the definition in Eq. (4) and the expression of the electronic wave function up to within first-order terms in the perturbation. In between the DBOC and the position-dependent correction to the mass, all terms of order $\mu^{4}$ are included in the nuclear Hamiltonian given in Eq. (D11).

The correspondence principle of quantum mechanics enables us to determine the classical nuclear Hamiltonian as

$$
\begin{equation*}
H_{n}=\frac{1}{2} \underline{\underline{P}}^{T} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R}) \underline{P}+E(\mathbf{R}) \tag{D13}
\end{equation*}
$$

where $\underline{P}=\underline{\underline{\mathcal{M}}}(\mathbf{R}) \underline{\dot{R}}$ is the nuclear momentum.

## APPENDIX E: ELECTRONIC MASS AND THE $\mathcal{A}$ MATRIX

The derivation of Eq. (17) uses the property of the BO electronic wave function of being invariant under a translation of the coordinate reference system, namely, $\varphi_{\mathbf{R}^{\prime}}^{(0)}\left(\mathbf{r}^{\prime}\right)=$ $\varphi_{\mathbf{R}}^{(0)}(\mathbf{r})$, with $\mathbf{R}^{\prime}=\mathbf{R}_{1}^{\prime}, \ldots, \mathbf{R}_{N_{n}}^{\prime}=\mathbf{R}_{1}+\eta \Delta, \ldots, \mathbf{R}_{N_{n}}+\eta \Delta$, and analogously for $\mathbf{r}^{\prime}$. Notice that $\Delta$ is a three-dimensional vector and that all positions, electronic and nuclear, are shifted of the same amount of $\eta \Delta$. Translational invariance [42] means

$$
\begin{align*}
0 & =\frac{\partial \varphi_{\mathbf{R}^{\prime}}^{(0)}\left(\mathbf{r}^{\prime}\right)}{\partial \eta} \\
& =\sum_{i=x, y, z}\left[\sum_{\nu=1}^{N_{n}} \frac{\partial \varphi_{\mathbf{R}^{\prime}}^{(0)}\left(\mathbf{r}^{\prime}\right)}{\partial R_{\nu i}^{\prime}} \frac{\partial R_{\nu i}^{\prime}}{\partial \eta}+\sum_{k=1}^{N_{\mathrm{el}}} \frac{\partial \varphi_{\mathbf{R}^{\prime}}^{(0)}}{\partial r_{k i}^{\prime}}\left(\mathbf{r}^{\prime}\right)\right. \\
& =\sum_{i=x, y, z} \Delta_{i}\left[\sum_{\nu=1}^{N_{n}} \frac{\partial \varphi_{\mathbf{R}^{\prime}}^{(0)}\left(\mathbf{r}^{\prime}\right)}{\partial R_{\nu i}^{\prime}}+\sum_{k=1}^{N_{\mathrm{el}}} \frac{\partial \varphi_{\mathbf{R}^{\prime}}^{(0)}\left(\mathbf{r}^{\prime}\right)}{\partial r_{k i}^{\prime}}\right] \\
& =\boldsymbol{\Delta} \cdot\left[\sum_{\nu=1}^{N_{n}} \nabla_{\nu} \varphi_{\mathbf{R}^{\prime}}^{(0)}\left(\mathbf{r}^{\prime}\right)+\sum_{k=1}^{N_{\mathrm{el}}} \nabla_{k} \varphi_{\mathbf{R}^{\prime}}^{(0)}\left(\mathbf{r}^{\prime}\right)\right] \tag{E1}
\end{align*}
$$

which is valid for all values of $\boldsymbol{\Delta}$. Identifying $\nabla_{k}$ as the position representation of the momentum operator $\hat{\mathbf{p}}_{k}$ corresponding to the $k$ th electron (divided by $-i \hbar$ ), which can also be written as

$$
\begin{equation*}
\hat{\mathbf{p}}_{k}=\frac{i m}{\hbar}\left[\hat{H}, \hat{\mathbf{r}}_{k}\right]=\frac{i m}{\hbar}\left[\hat{H}_{\mathrm{BO}}, \hat{\mathbf{r}}_{k}\right], \tag{E2}
\end{equation*}
$$

and projecting the two terms in square brackets in Eq. (E1) onto $\varphi_{\mathbf{R}, \nu i}^{(1)}(\mathbf{r})$, from Eq. (B7),

$$
\begin{equation*}
\sum_{\nu=1}^{N_{n}}\left\langle\varphi_{\mathbf{R}, \nu^{\prime} i}^{(1)} \mid \hbar \nabla_{\nu} \varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}}=\frac{m}{\hbar} \sum_{k=1}^{N_{\mathrm{el}}}\left\langle\varphi_{\mathbf{R}, \nu^{\prime} i}^{(1)}\right|\left[\hat{H}_{\mathrm{BO}}, \hat{\mathbf{r}}_{k}\right]\left|\varphi_{\mathbf{R}}^{(0)}\right\rangle, \tag{E3}
\end{equation*}
$$

we identify the $\mathcal{A}$ matrix on the left-hand side and, for each Cartesian component $j$, we write

$$
\begin{equation*}
\sum_{\nu=1}^{N_{n}} \mathcal{A}_{\nu^{\prime} \nu}^{i j}(\mathbf{R})=-\frac{m}{\hbar} \sum_{k=1}^{N_{\mathrm{el}}}\left\langle\varphi_{\mathbf{R}, \nu^{\prime} i}^{(1)}\right|\left[\hat{H}_{\mathrm{BO}}, \hat{r}_{k j}\right]\left|\varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}} \tag{E4}
\end{equation*}
$$

From the term on the right-hand side, we derive the expression of the atomic polar tensor (APT). First, we write the commutator explicitly, and we use Eq. (B10) to obtain

$$
\begin{align*}
& \left\langle\varphi_{\mathbf{R}, \nu^{\prime} i}^{(1)}\right|\left[\hat{H}_{\mathrm{BO}}, \hat{r}_{k j}\right]\left|\varphi_{\mathbf{R}}^{(0)}\right\rangle_{\mathbf{r}} \\
& \quad=\int d \mathbf{r} \varphi_{\mathbf{R}, \nu^{\prime} i}^{(1)}(\mathbf{r})\left[\hat{H}_{\mathrm{BO}}-\epsilon_{\mathrm{BO}}^{(0)}(\mathbf{R})\right] r_{k j} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r})  \tag{E5}\\
& \quad=-\hbar \int d \mathbf{r}\left(\partial_{\nu^{\prime} i} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r})\right) r_{k j} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r}) . \tag{E6}
\end{align*}
$$

Then, we identify the expectation value of the electronic dipole moment operator over the BO wave function in the following expression:

$$
\begin{equation*}
\partial_{\nu^{\prime}} \sum_{k=1}^{N_{\mathrm{el}}} \int d \mathbf{r} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r}) r_{k j} \varphi_{\mathbf{R}}^{(0)}(\mathbf{r})=\frac{1}{e} \partial_{\nu^{\prime} i}\left\langle\hat{\mu}_{j}^{(\mathrm{el})}(\mathbf{R})\right\rangle_{\mathrm{BO}} \tag{E7}
\end{equation*}
$$

The derivative with respect to the $i$ th Cartesian component, relative to the $\nu^{\prime}$ th nucleus, of the $j$ th Cartesian component of the electronic dipole moment is the definition of the electronic contribution to the APT [43] $\mathcal{P}_{i j}^{\nu}(\mathbf{R})$. This leads to the relation $[42,44]$

$$
\begin{equation*}
\sum_{\nu, \nu^{\prime}=1}^{N_{n}} \mathcal{A}_{\nu^{\prime} \nu}^{i j}(\mathbf{R})=\sum_{\nu=1}^{N_{n}} \frac{m}{e} \mathcal{P}_{i j}^{\nu}(\mathbf{R})=m N_{\mathrm{el}} \delta_{i j} \tag{E8}
\end{equation*}
$$

when we further sum over the index $\nu$. This result states that when the $\mathcal{A}$ matrix is summed up over all nuclei, it yields the total electronic mass of the complete system. In Eqs. (15) and (D11), this means that the mass effect of the electrons is completely taken into account by the position-dependent mass corrections to the nuclear masses within the order of the perturbation considered here.

## APPENDIX F: SEPARATION OF THE CENTER OF MASS

We introduce the coordinate transformation

$$
\begin{align*}
& \mathbf{R}_{1}^{\prime}=\mathcal{R}_{\text {c.m. }}=\frac{1}{M_{\text {tot }}}\left[\sum_{\nu=1}^{N_{n}} M_{\nu} \mathbf{R}_{\nu}+m \sum_{k=1}^{N_{\mathrm{el}}}\left\langle\hat{\mathbf{r}}_{k}\right\rangle_{\mathrm{BO}}\right]  \tag{F1}\\
& \mathbf{R}_{\nu}^{\prime}=\mathbf{R}_{\nu}-\mathbf{R}_{1} \quad \text { with } \quad \nu \geq 2 \tag{F2}
\end{align*}
$$

with the position of the c.m. defined in Eq. (19) and $M_{\text {tot }}=\sum_{\nu} M_{\nu}+m N_{\text {el }}$ the total mass of the system. Such coordinate transformation is applied to the kinetic and potential energy terms in the nuclear Hamiltonian (D11). Since we need to evaluate the gradient of $\chi$, we have to compute the Jacobian matrix of the transformation from Cartesian to internal coordinates. The Jacobian is a $\left(3 N_{n} \times 3 N_{n}\right)$ matrix, whose elements are
$J_{\nu \nu^{\prime}}^{i j}=\frac{\partial R_{\nu i}^{\prime}}{\partial R_{\nu^{\prime} j}}= \begin{cases}\frac{1}{M_{\mathrm{tot}}}\left(M_{\nu^{\prime}} \delta_{i j}+\frac{m}{e} \mathcal{P}_{j i}^{\nu^{\prime}}\right) & \text { if } \nu=1 \\ -\delta_{1 \nu^{\prime}} \delta_{i j}+\delta_{\nu \nu^{\prime}} \delta_{i j} & \text { if } \nu \geq 2,\end{cases}$
with $\mathcal{P}_{j i}^{\nu^{\prime}}$ the electronic APT of Eq. (E7). It can be proved with some simple, but tedious, algebra that the determinant of the Jacobian is unity. In Eq. (D11), we replace $\underline{\nabla}$ with $\underline{\nabla^{\prime}}$ according to

$$
\begin{align*}
(-i \hbar \underline{\nabla})^{T} \underline{\underline{\mathcal{M}}}^{-1}(-i \hbar \underline{\nabla}) & =\left[\underline{\underline{J}}^{T}\left(-i \hbar \underline{\nabla}^{\prime}\right)\right]^{T} \underline{\underline{\mathcal{M}}}^{-1}\left[\underline{\underline{J}}^{T}\left(-i \hbar \underline{\nabla}^{\prime}\right)\right] \\
& =\left(-i \hbar \underline{\nabla}^{\prime}\right)^{T}\left(\underline{\underline{J} \underline{\underline{\mathcal{M}}}^{-1}} \underline{\underline{J}}^{T}\right)\left(-i \hbar \underline{\nabla}^{\prime}\right) \tag{F4}
\end{align*}
$$

where the position-dependent mass in the last term on the right-hand side depends on $\mathbf{R}^{\prime}$, namely,

$$
\begin{equation*}
{\underline{\underline{\mathcal{M}^{-1}}}}^{\left(\mathbf{R}^{\prime}\right)=\underline{\underline{J}} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R}) \underline{\underline{J}}^{T} . . . .} \tag{F5}
\end{equation*}
$$

We rewrite the Jacobian matrix as the sum of two terms, $\underline{\underline{J}}^{\text {c.m. }}$ and $\underline{\underline{J}}^{\text {int. }}$. The first three rows of $\underline{\underline{J}}^{\text {c.m. }}$ are the same as $\underline{\underline{J}}$, and thus given by Eq. (F3) for $\nu=1$, i.e., $\left(J^{\text {c.m. }}\right)_{\nu \nu^{\prime}}^{i j}=$ $\delta_{\nu 1} J_{\nu \nu^{\prime}}^{i j}$, with each row composed of $3 N_{n}$ entries; all other elements of $\underline{\underline{J}}^{\text {c.m. }}$ are zeros. The first three rows of $\underline{\underline{J}}^{\text {int }}$ are zero, and the remaining $3\left(N_{n}-1\right)$ rows are the same as $\underline{\underline{J}}$, and thus given by the second expression in Eq. (F3). We now introduce the operator $\underline{\underline{\mathcal{T}}}$, defined as $\mathcal{T}_{\nu \nu^{\prime}}^{i j}=\delta_{i j} \delta_{\nu^{\prime} 1}$, and we notice that the product of the position-dependent mass matrix and $\underline{\underline{\mathcal{T}}}$ yields

$$
\begin{equation*}
\underline{\underline{\mathcal{M}}}(\mathbf{R}) \underline{\underline{\mathcal{T}}}=M_{\mathrm{tot}}\left[{\underline{\underline{J^{\mathrm{c}}}}}^{\mathrm{cm}}\right]^{T} \tag{F6}
\end{equation*}
$$

as we will now prove. First, we recall the expression of the position-dependent mass matrix,

$$
\begin{equation*}
\mathcal{M}_{\nu \nu^{\prime}}^{i j}(\mathbf{R})=M_{\nu} \delta_{\nu \nu^{\prime}} \delta_{i j}+\mathcal{A}_{\nu \nu^{\prime}}^{i j}(\mathbf{R}) \tag{F7}
\end{equation*}
$$

and then we write the matrix product with $\underline{\underline{\mathcal{T}}}$ as the sum of their components, namely,

$$
\begin{align*}
\sum_{j=x, y, z} \sum_{\nu^{\prime}=1}^{N_{n}} \mathcal{M}_{\nu \nu^{\prime}}^{i j}(\mathbf{R}) \mathcal{T}_{\nu^{\prime} \nu^{\prime \prime}}^{j k} & =\left(M_{\nu} \delta_{i k}+\frac{m}{e} \mathcal{P}_{i k}^{\nu}(\mathbf{R})\right) \delta_{\nu^{\prime \prime} 1} \\
& =M_{\mathrm{tot}}\left[\delta_{\nu^{\prime \prime} 1} J_{\nu \nu^{\prime \prime}}^{i k}\right]^{T} \tag{F8}
\end{align*}
$$

where we used the sum rule of Eq. (18) in the first equality and Eq. (F3) in the second. We identify the term in square brackets in the last equality as $\underline{\underline{J}}^{\text {c.m. }}$. Further relations that will be used below are

$$
\begin{gather*}
\underline{\underline{J}}^{\text {c.m. }} \cdot \underline{\underline{\mathcal{T}}}=\left(\begin{array}{cc}
\underline{\underline{I}}^{(3)} & \underline{\underline{0}} \\
\underline{\underline{0}} & \underline{\underline{0}}
\end{array}\right),  \tag{F9}\\
\underline{\underline{J^{\text {int }}} \underline{\underline{\mathcal{T}}}=\underline{\underline{0}}} \tag{F10}
\end{gather*}
$$

Equation (F5) is written by introducing the two components, c.m. and int, of the Jacobian as
$\underline{\underline{\mathcal{M}}}^{-1}\left(\mathbf{R}^{\prime}\right)=\underline{\underline{J}}^{\text {c.m. }} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R})\left[\underline{\underline{J}}^{\text {c.m. }}\right]^{T}+\underline{\underline{J}}^{\text {int }} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R})\left[\underline{\underline{J}}^{\text {int }}\right]^{T}$ $+\underline{\underline{J}}^{\text {int }} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R})\left[\underline{\underline{J}}^{\text {c.m. }}\right]^{T}+\underline{\underline{J}}^{\text {c.m. }} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R})\left[\underline{\underline{J}}^{\text {int }}\right]^{T}$.

Using Eq. (F6), the first term on the right-hand side can be rewritten as

$$
\begin{align*}
\underline{\underline{J}}^{\text {c.m. }} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R})\left[\underline{\underline{J}}^{\text {c.m. }}\right]^{T} & =\frac{1}{M_{\mathrm{tot}}} \underline{\underline{J}}^{\text {c.m. }} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R}) \underline{\underline{\mathcal{M}}}(\mathbf{R}) \underline{\underline{\mathcal{T}}} \\
& =\frac{1}{M_{\mathrm{tot}}} \underline{\underline{J}}^{\text {c.m. }} \underline{\underline{\mathcal{T}}}, \tag{F12}
\end{align*}
$$

and from Eq. (F9), we obtain
$\frac{1}{2}\left(-i \hbar \underline{\nabla}^{\prime}\right)^{T}\left[\underline{\underline{J}}^{\text {c.m. }} \underline{\underline{\mathcal{M}}}^{-1}(\mathbf{R})\left[\underline{\underline{J}}^{\text {c.m. }}\right]^{T}\right]\left(-i \hbar \underline{\nabla}^{\prime}\right)=\frac{\hat{P}_{\mathrm{c} . \mathrm{m} .}^{2}}{2 M_{\mathrm{tot}}}$.

A similar procedure, which uses Eq. (F10), is employed to show that the cross terms (second and third terms on the right-hand side) in Eq. (F11) do not contribute to the kinetic energy. Therefore, the final result reads

$$
\begin{align*}
\hat{H}_{n}= & \frac{\hat{P}_{\text {c.m. }}^{2}}{2 M_{\text {tot }}}+\frac{1}{2}\left(-i \hbar \underline{\nabla}^{\prime}\right)^{T} \underline{\underline{\mathcal{M}}}^{-1}\left(\mathbf{R}^{\prime}\right)\left(-i \hbar \underline{\nabla^{\prime}}\right) \\
& +E\left(\mathbf{R}^{\prime}\right) \tag{F14}
\end{align*}
$$

## APPENDIX G: NUMERICAL DETAILS

## 1. Proton-transfer model

A model of a proton involved in a one-dimensional hydrogen bond like $\mathrm{O}-\mathrm{H}-\mathrm{O}$ is considered [45], with potential

$$
\begin{align*}
V(r, R)= & D\left[e^{-2 a[(R / 2)+r-d]}-2 e^{-a[(R / 2)+r-d]}+1\right] \\
& +D c^{2}\left[e^{-[(2 a) / c][(R / 2)-r-d]}-2 e^{-(a / c)[(R / 2)-r-d]}\right] \\
& +A e^{-B R}-\frac{C}{R^{6}} . \tag{G1}
\end{align*}
$$

Here, $r$ indicates the position of the proton measured from the center of the $\mathrm{O}-\mathrm{O}$ bond, and $R$ stands for the $\mathrm{O}-\mathrm{O}$ distance. The chosen parameters of the Morse potential are $D=60 \mathrm{kcal} / \mathrm{mol}, d=0.95 \AA, a=2.52 \AA^{-1}$; $c=0.707$ makes the potential for the proton asymmetric, mimicking a strong $\mathrm{O}-\mathrm{H}-\mathrm{O}$ bond. The other parameters are $A=2.32 \times 10^{5} \mathrm{kcal} / \mathrm{mol}, B=3.15 \AA^{-1}$, and $C=$ $2.31 \times 10^{4} \mathrm{kcal} / \mathrm{mol} / \AA^{6}$. The full Hamiltonian of the system involves $V(r, R)$ and the kinetic energies of the oxygen atoms and of the proton, namely,

$$
\begin{align*}
\hat{H}\left(r, R_{\mathrm{O}^{-}}, R_{\mathrm{O}^{+}}\right)= & \sum_{\nu=+,-} \frac{-\hbar^{2} \nabla_{\mathrm{O}^{\nu}}^{2}}{2 M_{\mathrm{O}^{\nu}}}+\frac{-\hbar^{2} \nabla_{r}^{2}}{2 M_{\mathrm{H}}} \\
& +\hat{V}\left(r, R_{\mathrm{O}^{-}}, R_{\mathrm{O}^{+}}\right)  \tag{G2}\\
= & \sum_{\nu=+,-} \frac{-\hbar^{2} \nabla_{\mathrm{O}^{\nu}}^{2}}{2 M_{\mathrm{O}}}+\hat{H}_{\mathrm{BO}}\left(r, R_{\mathrm{O}^{-}}, R_{\mathrm{O}^{+}}\right), \tag{G3}
\end{align*}
$$

where $\hat{V}$, according to Eq. (G1), depends only on the distance between the oxygen atoms, $R=\left|R_{\mathrm{O}^{-}}-R_{\mathrm{O}^{+}}\right|$.

In the static calculations, the adiabatic states have been computed by diagonalizing the BO Hamiltonian in Eq. (G3) on a $400 \times 400$ spatial grid. The eigenvalues of the full Hamiltonian in Eq. (G2) are determined using a Gaussian quadrature method with 20 points for $R$, the distance between the two heavy atoms, and 34 for $r$, the displacement of the proton from the c.m. of the heavy atoms. When the Hamiltonian with position-dependent dressed masses is used for computing the eigenvalues, $R$ is again the distance between the two heavy atoms. In this case, as described in the text, the BO approximation has been introduced before separating the c.m. motion, and the eigenvalues of the Hamiltonian in internal coordinates [indicated by the prime symbols in Eq. (20)] have been computed.

In the dynamics, we use the three coordinates, i.e., $R_{\mathrm{O}^{+}}$, $R_{\mathrm{O}^{-}}$, and $r=r_{\mathrm{H}}$, in order to test the conservation of the position of the $\mathrm{c} . \mathrm{m}$. The results in the paper are shown for
the same number of periods in all cases, using the following: the velocity-Verlet algorithm to integrate the classical equations, with a time step of 1 fs ; the CrankNicolson [49] algorithm for the proton (quantum) equation in Ehrenfest, with a time step of $10^{-4} \mathrm{fs}$; and the Euler algorithm if the force depends on the velocity [see Eq. (G7)], with a time step of 0.0625 fs , where the stability of the integration has been tested based on the energy conservation. The position of the proton is estimated as the expectation value of the position operator on the proton wave function at the instantaneous $\mathrm{O}-\mathrm{O}$ geometry.

## 2. Molecular geometries

The position-dependent mass corrections, $\mathcal{A}$ matrix, and the vibrational spectra of the molecular systems of Sec. IV B have been performed on geometries that have been optimized with the Gaussian electronic structure package [56] at the BLYP/aug-cc-pVTZ level. Bond lengths and angles for the molecules $\mathrm{H}_{2} \mathrm{O}, \mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{NH}_{3}$, and $\mathrm{CH}_{4}$ are listed in Table IV, whereas Cartesian coordinates of $\mathrm{CH}_{3} \mathrm{OH}$ are given in Table V .

## 3. Calculation of the $\mathcal{A}$ matrix

We have computed the $\mathcal{A}$ matrix using density functional perturbation theory $[25,28-30,50,60]$ as described in Ref. [23] and checked that the sum rule of Eq. (18) is satisfied. The numerical scheme has been implemented in the electronic structure package CPMD [51]. Calculations

TABLE IV. Optimized geometries of $\mathrm{H}_{2} \mathrm{O}, \mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{NH}_{3}$, and $\mathrm{CH}_{4}$ given in internal coordinates, i.e., bonds lengths and angles.

| Molecule | Coordinate | Value |
| :--- | :---: | :---: |
| $\mathrm{H}_{2} \mathrm{O}$ | $r_{\mathrm{OH}}$ | 97.2 pm |
|  | $\angle(\mathrm{HOH})$ | $104.5^{\circ}$ |
| $\mathrm{H}_{3} \mathrm{O}^{+}$ | $r_{\mathrm{OH}}$ | 99.0 pm |
|  | $\angle(\mathrm{HOH})$ | $112.0^{\circ}$ |
| $\mathrm{NH}_{3}$ | $r_{\mathrm{NH}}$ | 102.2 pm |
|  | $\angle(\mathrm{HNH})$ | $106.7^{\circ}$ |
| $\mathrm{CH}_{4}$ | $r_{\mathrm{CH}}$ | 109.4 pm |
|  | $\angle(\mathrm{HCH})$ | $109.5^{\circ}$ |

TABLE V. Optimized geometry of $\mathrm{CH}_{3} \mathrm{OH}$ given in Cartesian coordinates.

| Molecule | Atom | $x$ | $y$ | $z$ |
| :--- | :---: | ---: | ---: | ---: |
| $\mathrm{CH}_{3} \mathrm{OH}$ | O | -0.6937 | -0.0071 | 0.1741 |
|  | C | 0.7177 | 0.0086 | -0.1244 |
|  | H | 1.2358 | 0.0367 | 0.8388 |
|  | H | 1.0055 | 0.8983 | -0.7048 |
|  | H | 1.0335 | -0.8950 | -0.6675 |
|  | H | -1.1832 | -0.0322 | -0.6644 |

have been performed using Troullier-Martins [52] pseudopotentials in the Becke-Lee-Yang-Parr $[53,54]$ (BLYP) approximation of the exchange-correlation kernel. As stated above, the molecular geometry is the equilibrium geometry at the BLYP level, employing the aug-cc-pVTZ basis set [55] in the Gaussian electronic structure program [56].

Remember that the $\mathcal{A}$ matrix is a $\left(3 N_{n} \times 3 N_{n}\right)$ matrix. For the $\mathrm{H}_{2}$ molecule shown in Table I, the blocks of the matrix are

$$
\left(\begin{array}{l|l}
\left(\underline{\mathcal{A}}_{\mathrm{H}_{1} \mathrm{H}_{1}}\right)^{i j} & \left(\underline{\mathcal{A}}_{\mathrm{H}_{1} \mathrm{H}_{2}}\right)^{i j}  \tag{G4}\\
\hline\left(\underline{\mathcal{A}}_{\mathrm{H}_{2} \mathrm{H}_{1}}\right)^{i j} & \left(\underline{\mathcal{H}}_{\mathrm{H}_{2} \mathrm{H}_{2}}\right)^{i j}
\end{array}\right)
$$

and indices $i, j$ running over the Cartesian components $x, y$, $z$. Each block is then a $(3 \times 3)$ matrix. The sum rule in Eq. (18) reads, in this case,

$$
\begin{align*}
\sum_{\nu, \nu^{\prime}=1}^{N_{n}} \mathcal{A}_{\nu^{\prime} \nu}^{x x}(\mathbf{R})= & {\left[\left(\mathcal{A}_{\mathrm{H}_{1} \mathrm{H}_{1}}\right)^{x x}+\left(\mathcal{A}_{\mathrm{H}_{1} \mathrm{H}_{2}}\right)^{x x}\right.} \\
& \left.+\left(\mathcal{A}_{\mathrm{H}_{2} \mathrm{H}_{1}}\right)^{x x}+\left(\mathcal{A}_{\mathrm{H}_{2} \mathrm{H}_{2}}\right)^{x x}\right] \\
= & 1.998 \simeq 2 \tag{G5}
\end{align*}
$$

and similarly for the other Cartesian components. This result is obtained by summing the entries of the matrix in Table I, and we indeed find the total electronic mass ( $m_{e}=1, N_{\mathrm{el}}=2$ ) of the system as expected from Eq. (18).

## 4. Normal mode analysis

It is easy to prove that, given a Lagrangian of the form

$$
\begin{equation*}
\mathcal{L}(\dot{\mathbf{R}}, \mathbf{R})=\frac{1}{2} \underline{\dot{\underline{R}}}^{T} \underline{\underline{\mathcal{M}}}(\mathbf{R}) \underline{\dot{R}}-E(\mathbf{R}) \tag{G6}
\end{equation*}
$$

TABLE VI. $\mathcal{A}$ matrix for $\mathrm{H}_{3} \mathrm{O}^{+}$. The sum rule yields (9.9997, 9.9997, 9.9997) for $i, j=x x, y y, z z$, as 10 electrons are present in the system.

| $\mathcal{A}$ |  | Oxygen |  | Hydrogen 1 |  |  | Hydrogen 2 |  |  | Hydrogen 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Oxygen | 7.7280 |  |  | 0.4013 |  |  | 0.1174 | -0.1639 | -0.0121 | 0.1174 | 0.1639 | 0.0121 |
|  |  | 7.7280 |  |  | 0.0227 | 0.0140 | -0.1639 | 0.3067 | -0.0070 | 0.1639 | 0.3067 | -0.0070 |
|  |  |  | 7.4688 |  | 0.1232 | 0.2546 | -0.1067 | -0.0616 | 0.2546 | 0.1067 | $-0.0616$ | 0.2546 |
| Hydrogen 1 |  |  |  | 0.2427 |  |  | 0.0073 | 0.0392 | -0.0191 | 0.0073 | -0.0392 | 0.0191 |
|  |  |  |  |  | 0.3900 | -0.0692 | -0.0353 | 0.0096 | -0.0297 | 0.0353 | 0.0096 | -0.0297 |
|  |  |  |  |  |  | 0.2740 | 0.0162 | 0.0314 | 0.0302 | -0.0162 | 0.0314 | 0.0302 |
| Hydrogen 2 |  |  |  |  |  |  | 0.3532 | 0.0638 | 0.0599 | 0.0107 | 0.0373 | 0.0353 |
|  |  |  |  |  |  |  |  | 0.2795 | 0.0346 | -0.0373 | 0.0062 | -0.0017 |
|  |  |  |  |  |  |  |  |  | 0.2740 | -0.0353 | -0.0017 | 0.0302 |
| Hydrogen 3 |  |  |  |  |  |  |  |  |  | 0.3532 | -0.0638 | -0.0599 |
|  |  |  |  |  |  |  |  |  |  |  | 0.2795 | 0.0346 |
|  |  |  |  |  |  |  |  |  |  |  |  | 0.2740 |

TABLE VII. $\mathcal{A}$ matrix for $\mathrm{NH}_{3}$. The sum rule yields $(9.9965,9.9965,9.9991)$ for $i, j=x x, y y, z z$, as 10 electrons are present in the system.

| $\mathcal{A}$ |  | Nitrogen |  |  | Hydrogen 1 |  | Hydrogen 2 |  |  | Hydrogen 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nitrogen | 6.8077 |  |  | 0.4125 |  |  | 0.0517 | 0.2084 | -0.0108 | 0.0517 | -0.2083 | 0.0108 |
|  |  | 6.8077 |  |  | -0.0685 | -0.0125 | 0.2083 | 0.2922 | 0.0062 | -0.2083 | 0.2922 | 0.0062 |
|  |  |  | 6.6408 |  | 0.2059 | 0.2826 | 0.1783 | -0.1029 | 0.2826 | -0.1783 | -0.1029 | 0.2826 |
| Hydrogen 1 |  |  |  | 0.4186 |  |  | 0.0121 | -0.0663 | 0.0334 | 0.0121 | 0.0663 | -0.0334 |
|  |  |  |  |  | 0.9147 | -0.2215 | 0.0175 | 0.0403 | -0.0492 | -0.0175 | 0.0403 | -0.0492 |
|  |  |  |  |  |  | 0.4932 | -0.0259 | 0.0535 | 0.0305 | 0.0259 | 0.0535 | 0.0305 |
| Hydrogen 2 |  |  |  |  |  |  | 0.7907 | -0.2148 | -0.1919 | 0.0543 | -0.0419 | -0.0593 |
|  |  |  |  |  |  |  |  | 0.5426 | 0.1107 | 0.0419 | $-0.0020$ | -0.0043 |
|  |  |  |  |  |  |  |  |  | 0.4932 | 0.0593 | -0.0043 | 0.0305 |
| Hydrogen 3 |  |  |  |  |  |  |  |  |  | 0.7907 | 0.2148 | 0.1919 |
|  |  |  |  |  |  |  |  |  |  |  | 0.5426 | 0.1107 |
|  |  |  |  |  |  |  |  |  |  |  |  | 0.4932 |

TABLE VIII. $\mathcal{A}$ matrix for $\mathrm{CH}_{4}$. The sum rule yields $(9.9977,9.9977,9.9977)$ for $i, j=x x, y y, z z$, as 10 electrons are present in the system.

| $\mathcal{A}$ | Carbon |  | Hydrogen 1 |  |  | Hydrogen 2 |  |  | Hydrogen 3 |  |  | Hydrogen 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Carbon | 5.0406 |  | 0.2806 | -0.0341 | -0.1981 | 0.3757 | -0.0676 | 0.0557 | 0.3477 | 0.1247 | 0.0602 | -0.0643 | -0.0230 | 0.0822 |
|  | 5.0407 |  | -0.0341 | 0.3821 | -0.0603 | -0.0677 | 0.1207 | 0.2238 | 0.1247 | 0.0453 | -0.1676 | -0.0230 | 0.3914 | 0.0041 |
|  |  | 5.0407 | -0.1981 | -0.0603 | 0.0420 | 0.0557 | 0.2238 | 0.2082 | 0.0602 | -0.1675 | 0.3116 | 0.0821 | 0.0041 | 0.3777 |
| Hydrogen 1 |  |  | 0.6688 | 0.0352 | 0.2046 | -0.0191 | $-0.0165$ | 0.0019 | -0.0269 | 0.0114 | -0.0138 | 0.0817 | 0.0183 | 0.0884 |
|  |  |  |  | 0.5638 | 0.0623 | -0.0364 | $-0.0170$ | -0.0695 | 0.0384 | 0.0216 | 0.0877 | 0.0112 | -0.0081 | 0.0051 |
|  |  |  |  |  | 0.9154 | 0.0290 | -0.0260 | 0.0895 | 0.0134 | 0.0482 | 0.0587 | 0.0341 | 0.0011 | -0.0202 |
| Hydrogen 2 |  |  |  |  |  | 0.5705 | 0.0699 | -0.0575 | -0.0163 | -0.0188 | 0.0198 | 0.0344 | 0.0814 | -0.0704 |
|  |  |  |  |  |  |  | 0.8340 | -0.2312 | 0.0042 | 0.1093 | -0.0433 | 0.0385 | 0.0053 | -0.0171 |
|  |  |  |  |  |  |  |  | 0.7436 | 0.0131 | 0.0061 | -0.0396 | -0.0365 | -0.0231 | 0.0138 |
| Hydrogen 3 |  |  |  |  |  |  |  |  | 0.5994 | -0.1288 | -0.0622 | 0.0530 | -0.0908 | -0.0498 |
|  |  |  |  |  |  |  |  |  |  | 0.9120 | 0.1732 | -0.0408 | -0.0042 | 0.0104 |
|  |  |  |  |  |  |  |  |  |  |  | 0.6367 | -0.0293 | 0.0204 | 0.0047 |
| Hydrogen 4 |  |  |  |  |  |  |  |  |  |  |  | 1.0253 | 0.0237 | -0.0849 |
|  |  |  |  |  |  |  |  |  |  |  |  |  | 0.5543 | -0.0043 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  | 0.5684 |

TABLE IX. $\mathcal{A}$ matrix for $\mathrm{CH}_{3} \mathrm{OH}$. The sum rule yields $(18.0001,18.0005,18.0001)$ for $i, j=x x, y y, z z$, as 18 electrons are present in the system.

the classical Hamiltonian of Eq. (D13) can be derived as its Legendre transform. Therefore, nuclear motion is classically governed by the Euler-Lagrange equation

$$
\begin{equation*}
\underline{\underline{\mathcal{M}}}(\mathbf{R}) \underline{\ddot{R}}=-\underline{\nabla} E(\mathbf{R})-\frac{1}{2} \underline{\dot{\dot{R}}}^{T}[\underline{\nabla} \underline{\underline{\mathcal{M}}}(\mathbf{R})] \underline{\dot{R}} . \tag{G7}
\end{equation*}
$$

This classical equation of motion is integrated using the Euler algorithm as described in Appendix G. If (i) we use internal coordinates, since the free motion of the c.m. can be separated as in Eq. (F14), (ii) we introduce the harmonic approximation of $E(\mathbf{R})$, and (iii) we neglect the velocitydependent term, we obtain

$$
\begin{equation*}
\underline{\ddot{R}}=-\left[\underline{\underline{\mathcal{M}}}^{-1}\left(\mathbf{R}_{0}\right) \underline{\underline{K}}\left(\mathbf{R}_{0}\right)\right] \underline{R}, \tag{G8}
\end{equation*}
$$

with $\underline{\underline{K}}$ the Hessian matrix computed from the ground-state electronic potential. The term in square brackets is evaluated at the equilibrium geometry $\mathbf{R}_{0}$. The diagonalization of the matrix in square brackets yields corrected $\nu+\Delta \nu$ frequencies, as $\Delta \nu$ includes the effect of electrons that follow the motion of the nuclei nonadiabatically, namely, not instantaneously.

## APPENDIX H: $\mathcal{A}$ MATRIX FOR $\mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{NH}_{3}, \mathrm{CH}_{4}, \mathrm{CH}_{3} \mathrm{OH}$

At the equilibrium geometries reported in Appendix G 2, we have determined the $\mathcal{A}$ matrix for $\mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{NH}_{3}, \mathrm{CH}_{4}$, and $\mathrm{CH}_{3} \mathrm{OH}$. The matrices are reported in the following tables. Table VI shows the results for $\mathrm{H}_{3} \mathrm{O}^{+}$, where the sum rule of Eq. (17) is verified in the caption of the table. Tables VII, VIII, and IX similarly report the $\mathcal{A}$-matrices for $\mathrm{NH}_{3}, \mathrm{CH}_{4}$, and $\mathrm{CH}_{3} \mathrm{OH}$, respectively. The sum rules are verified in the captions as well.

The sum rule has been used to determine the number of digits of the reported values of the elements of the positiondependent mass correction matrix: We have dropped all digits for which the sum rule numerically deviates from the expected value.
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